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This technical- report summarizes the image understanding, smart
• sensor, and image processing research activities performed by the Image

Processing Institute at the University of Southern California during
the period of 1 April 1977 through 30 September 1977 under Contract
Number F-336l5-76-C-1203 with the Advanced Research Projects Agency
Information .Processing Techniques Office.

The research program has as its primary- purpose, the development
of techniques and systems for understanding images. Five tasks are
reported: Image Understanding Projects, Im~ge Processing Projects,Smart Sensor Projects, Recent Ph.D. Dissertations, and Recent Institute
Personnel Publications. The image understanding taskp reported on
include comparison of region growing versus boundary delineated
segmentation, analytic results on the clustering segmentor, development
of feature extractors for edge detection, circle detection, line
detection, and texture detection and higher level image understanding
for an interactive user system as well as a system for sharing informa-
tion between existing image understanding programs ~, The imageprocessing projects include degrees of freedom ana~~ses for radar images
blind a posteriori phase restoration, psychovisual n*~slling for image
rate distortion analysis, and optical processing procB4ures for on-axis
holographic filtering and optical pseudocol.oring of texture information.
The smart sensor project describes testing of the Sobel circuit and
fabrication of the spatiall y variant circuit. Recent Ph.D. disserta -
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tions are discussed in the following
section , the report concluding with
listings of recent publications .
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ABSTRACT

This technical report summarizes the image

unders ta nd i ng , smart sensor , and image processing research
a c t i v i t i e s  performed by the Image Processing In s t i t u t e  at
the University of Southern California dur ing  the period of 1
April 1977 through 30 September 1977 under Contract  Number
F—33615—76—C—1203 with the Advanced Research Projects Agency

Information Processing Techniques Office.

The research program has as its pr imary purpose , the
development of techniques and systems for u n d e r s t a n d in g
images. Five tasks are reported: Image Understand ing

Projects, Image Processing Projects, Smart Sensor Projects,

Recent Ph.D.  Dissertations , and Recent I n s t i t u t e  Personnel
Publicat ions.  The image unde r s t and ing  ta sks repor ted on
include comparison of  region growing ver sus boundary
delineated segmentation , ana ly t ic  resul ts  on the clustering
segmentor , development of fea ture  ex t rac tors  for edge
detection, circle detection , l ine  detection , and t ex tu re
detection and higher level image u n d e r s t a n d in g  for an
interact ive user system as wel l as a system for sha r i ng
informat ion  between existing image understanding programs .
The image processing projects include degrees of freedom
analyses for radar images, blind a posteriori phase
restoration, psychovisual modelling for image rate
distortion analysis, and optical processing procedures for

on—axis holographic filtering and optical pseudocoloring of
texture information. The smart sensor project describes
testing of the Sobel circuit and fabrication of the

• spa t ia l ly  variant circuit. Recent Ph.D. dissertations are
discussed in the following section, the report concluding
with listing s of recent publications.
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1. Research Overview

This document represents the fourth semiannua l repor t

funded  under  the cu r ren t  ARPA Image Understanding contract.
Research over the past six months (and, in fac t, past two

years) has been devoted to three major areas. The first ,
and major i ty of e f f o r t , has been in the area of image
under sta nd ing . The second has been the area of smar t sensor
design, and the third has been the area of research in image
processing.

Image Understanding

This aspect of our research has concentrated upon both
bottom up and heterarchica l methodologies for image

understand ing. Segmentations based on region growing and
boundary delineation have been compared to test the strength

and weaknesses of each. Analytic results of a specific
clustering segmentor are developed. Specific feature

extractors for edge detection , circle detection , line
detection, and texture detection are each investigated in

considerable detail. The emphasis of approach is somewha t
evenly distributed between the use of ma thematical tools and

the use of computer science tools. At the higher levels of
the system a more sophistica ted viewpoint is developed for

the heterarchical method s applied to locating structures in
aeria l images. In addition these high level techniques are

being applied to the development of an interactive user
system for usage by Institute personnel and visitors.

Finally, the development of an initial system for sharing
information between existing image understandi ng programs is
underway. It is in these latter directions tha t we expect
the beterarchica l approach to provide fruitful results.



Smart Sensors

This section represents the smart sensor phase of
research funded during the past six months. Two circuits
have been fabr ica ted  for CCD ana log nea r focal plane
processing to implement a variety of front end image
processing functions. The first circuit implements the

Sobel operator on an image. This represe ;~ts a nonlinea r
spatially invar iant processor. The second circuit is

desig ned to implement both nonl inea r spatially inva r iant as
wel l as var iant processes. Both circuits have been

fabrica ted. The Sobel circuit has been tested with success,
(see accompa nying section) and the second circuit iF soon to

experience testing.

Image Processing

This section of the report describes the efforts
expended and results obta ined over the past six months on

the various image processing projects carried out at the
Institute. Some of these projects have been fund ed by other
sources as indicated in the appropriate title
acknowledgements. Results of wor k in defining the degrees
of freedom inherent in radar imaging systems are presented
for the stripping mode of SAR. It is expected that future
radar imaging model degrees of freedom analysis will lead to
efficient radar image understa nd ing , a ta sk which for

humans , is far more difficult Fha n visua l image
understanding. This section also summarizes the

psychovisua l model l in g  work being applied to image coding
and image r a t e  d i s t o r t i o n  func t ions .  Resul t s  in b l ind  a
posteriorl image restoration are next presented . Finally
two new optica l processing procedures are described in which
on—axis holographic optica l filtering is developed , and
optica l pseudocoloring of t e x t u r e  i n f o r m a t i o n  Is described .
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Finally a repor t of recent Institute Ph.D.
dissertations is included as wel l as the listing of recent
Institute personnel publ ications in the open literature.

I
• .••~
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r 2. Image Understa nding Projects

This aspect of our research has concentrated upon both

bottom up and heterarchical methodologies for image
understanding. Segmentations based on region growing and
boundary delineation have been compared to test the strength
and weaknesses of each. Analytic results of a specific
clustering segmentor are developed . Specific feature
extractors for edge detection , circle detection, line
detection, and texture detection are each investigated in
considerable detail. The emphasis of approach is somewhat
evenly d i s t r i bu t ed  between the use of ma th ema tica l tools a nd
the use of computer science tools. At the higher levels of

the system a more sophisticated viewpoint is developed for
the heterarchica l methods applied to locating structures in

aer ial images. In addition these high level techniques are
being applied to the development of an interactive user

system for usaga by Institute personnel and visitors .
F i n a l l y ,  the development of an initial system for sharing

informa tion between existing image understanding programs is
underway. It is in these latter directions tha t we expect

the heterarchical approach to provide fruitful results.

—4—



[2.1 A Comparison of Some Segmentation Techniques

Ramakant Neva tia and Kei th Pr ice

Segmentation is, of course , a key component in the

Image Under stand ing process. The numerous segmentation
techniques may be viewed as being either edge based or

region based. The edge based techniques start by detection
of local discontinuities in some attribute , su ch as
br ightness of a n  image and a t tempt  to construct object
boundaries  from them . The region based techniques attempt

to find area s in  the image over wh ich one or more a ttr i butes
are constant.

It may be that in some sense the two techniques are

trying to compute similar functions and that they should be
capable of achieving s imi la r  per forma nce. However , at  the

present state of development of these method s, one or the
other technique may be more successful on certain kinds of

images. This is a subject of active discussion among
researchers in the field , but we are unaware of any
comparative studies.

In the section , results of processing two selected ,
black and white pictures using the two classes of techniques

are presented that lead to some expected conclusions about
their suitability for different tasks. The edge based
technique is that developed at the University of Southern
California (1—21, and the region based technique is that of

Ohlander 13J , modified by K. Price (4), and developed at
Carnegie—Mellon University .

A brief review of the two segmentation techniques used
is provided here



II

a) An Edge Based Method — In  t h i s  method , a loca l edge
operator is applied to an image first. The resulting edges
are  then l inked in s t r a igh t  l ine  segments and  only segments
of a min imum length  or above a re  preserved ( for de ta i l s  see
( 1 ) ) .  I t  is hypothesized tha t such segments usually
correspond to the desired boundaries.

The linking method is independent of the edge operator
used. However , the final per forma nce is obviously
determined by the output of the local edge operator. We

have used a Hueckel edge detector (5 1 in previous
experiments. This edge detector is believed to have
super ior per formance to ma ny simpler edge detectors, but it
is not always effective in the presence of texture. A
simple edge detector , which consists of convolving an Image
wi th elongated edge ma sks in various directions and choosing
the maximum was developed and found to perform well (fort details, see (21). This edge detector has been used in
results presented later .

b) A Region Based Method — The Ohlander segmenter operates
by computing histograms of various image attributes and
segmenting the image into regions with a certain range of

• values of an attribute. The attribute with the best
separation (a bimodel distribution in the histogram) is
chosen for segmentation. Originally , the method was
developed for color images. We have used only black and
white images here and .only the intensity attribute was used.

This technique is recursively applied to the segmented
regions until regions become too small or cannot be further
segmented according to established criter ia of histogram
separations. Regions smaller tha n a selected size ar e
ignored. Therefore, long thin regions which are broken into

-6-
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several smaller regions may be lost.

Experimenta l Results

The two test images are shown in figures la and 2a.
Figures lb a nd 2b show the edges detected in the two images.
Figures ic and 2c show the regions detected by the
Ohlander—Price seginenter. (Results of linking edges In line
segmen ts are  not shown) .

Following are some observations on the relative merits

of the two approaches.

a)  The per forma nce on the simpler picture of the truck of
figure 1 is comparable. The edge segmentation can be more

sensi tive , as in separating the front and top surface of the
truck , but the boundary is fragmented into several segments.

Region methods always give closed regions, by definition,
which may be easier to handle for some types of objects or

processing. Note that both methods fail to separate the
bush and truck top surface.

b) In the more complex aeria l picture, the edge technique
seems to extract linear features, such as roads, wi th ea se,
whereas the region method does the same for parts of the

image that are homogeneous, for example , the lakes in figure
2. Note that the major vertical road is not extracted as ’ a

region in figure 2b, but is only indicated by the boundaries
of the regions on two sides of it.

c) The more complex p a rts  of the aer ia l pictures are not
• 

- 
adequately analyzed by either technique , for example, the

• lower part of the r iver of the suburba n areas in f igure  2.
The main d i f f icul t y  seems to be due to the presence of
texture and fine detail.

•~~\•~







Conc lusions

Interestingly, the two methods perform s imi l a r ly  on
large area s of the tested images. Rowever , specific
structures are handled better with one or the other . The
clear implication is tha t a complete Image Understanding

• system should utilize both depend ing on its goals. A
stra ightforward method is to use a specific technique to
locate particular types of objects.

The two segmentation techniques may also be able to
reinforce each other at the image level , for example, using
regions to bridge gaps in boundary segments or to use
boundary segments to sub—divide regions. We have not
examined such in terac t ion  in depth.

References

1. R. Nevatia , “Locating Object Boundaries in Textured
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No. 11, November 1976 , pp. 1170—1175.
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Ja nuary 1971 , pp. 113—125.

2.2 Locating Structures in Aerial Images

Ramakant Nevatia and Keith Price

I nt rod uc t ion

Analysis of aerial images is, in general , a complex
task. The reasons for such complexities are many and
varied . A pr ime cause is the presence of texture which

causes difficulties for the low level processes such as edge
detection and segmentation. Another source of difficulty is
that the desired objects and structures may be small
compared to the size of a complete image. A detailed

ana lysis of a complete high r esolu tion aer ial image is
generally prohibitive because of the computationa l costs.

For many applica tions, however , a complete and genera l
analysis is unnecessary. Specific structures of interest
may have special proper ties, known a pr iori , tha t allow for
their easy extraction . The problem of searching for small
structures is helped by locating them by their spatial
relationships to larger , more easily located structures.

In previous work , we compared two segmentation
techniques, the edge based and the region based methods, and
concluded tha t one or the other may be sui ted for ex trac tion
of particular types of structures 11). This describes our
initial attempts to use both techni ques , taki n g advantage of
their re spective strong points.

-U-



Problem Description and Representation

The problem approached is that of finding user

specified structures in aerial images. The user specifies
the properties useful for the location of the desired
structure and also of other related structures. (An

interactive , question—answer dialog system is being
developed to faci l i ta te in terac tion wi th a user , see (2].)
This amoun t of a pr ior i  knowledge is l ikely to be availa ble
in many applications of guidance and photo— interpretation.

The a priori information is stored as properties of

objects and their relationships to each other , and may be
viewed as constituting a graph structure with the objects as
nodes and relationships as arcs. The properties and
relationships will, in general , need to be unrestricted .
Cur ren tly , an object is described ei ther by a collection of
line segments or by its region properties. The segments are
descr ibed by their length and width. The regions are
described by properties such as br ightness (color) and

simple shape mea sures (area , per imeter , ra tio of area to
per imeter squa r ed , elongation, etc.).

The relationBhips used are those of rela tive loca tions
of the different objects and the symbolic relationships of
left, right, above and below. Other relationsh ips such as
symmetry and similarity are obviously useful, but have not
been implemented.

Our representation and use of knowledge is similar to
that described by Tenenbaum (3). The principal difference
is in Tene nba um ’s use of single pixel a t t r ibu tes  to uniquely
distinguish objects (in a given context). We use object
attributes to aid in the segmentation of the image and then

-12- t
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use the attributes of larger , segmented parts for
recognition.

Feature Extraction and Segmentation

Feature extraction and segmentation is guided by the
properties of the desired objects to be extracted . Thus, an

edge detection—line finding process is applied to extract
desired linea r segments (such as roads) and a region

segmentor for extracting area s uniform in some property (for
example lakes and other bodies of water).

Consider the ae r i a l  image shown in f i g u r e  1 ( the
displayed image contains 352 x 352 p ixe ls , an  image of twice
the resolution is also used in the analysis). Here , an
objective may be to locate the dock structure and perhaps
some ships in it. As this structure consists of relatively

small parts and ic complex , it may be easier to extract
related structures such as the river , the major highway and
the lakes first , and use these to concentrate the search for
docks to a smaller area of the image. (We assume such

• information is supplied by the user. No attempt has been
made to automate the strategy generation process, as in

(41.)

Edge detection processes are appropriate for the
ex trac tion of the desired roads. Figure 2 shows the resul ts
of applying a Hueckel edge detector (5]  on the image of
figure 1 and linking the resulting edge segments in
elonga ted segments (6). The roa d is know n to be narro w
enough that the edges corresponding to it are of the “line ”
type (as contrasted with a step edge). Restricting the
linked edges to be only of line type results in fewer
segments (shown in figure 2).

-13-



Figure 1. An aerial picture .

—

I ~

• ,.i ‘ 4 1 ~~ 
•IP)

.. —.—.—— .—.

—__
~;~

—. 
~~~~~ ••l6p, 

~

‘• 
V 4— .

— 
— 

‘i’:. , I
_ ,%•••.

,
-~~ -

~~~~~ ~~~~~~~~~~~~

—
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in figure 1. detected in fi gure 1
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The lakes and parts of the river are conveniently
extracted by using the Ohiander—Price Segmentor 17 1. It is
known that the desired objects are relatively dark and
u n i f o r m  in in t ens i ty , and the dark peak in the intensity
histogram should be used for segmentation. The completed
segmentation is shown in figure 3.

• Matching of Seqments

The next step is to match the derived line segments and
regions with a model of the image. This pha se of our work

is in progress and experimenta l results are expected to be
available soon. Assuming that the der ived segments are

distinctive enough to be easily distinguished , approximate
location of the dock structures can be predicted. Now,

sensitive line detectors should help locate the piers of the
dock. (We have f ound the Hueckel edge detector to be
deficient in locating small edges, perhaps because of the
large neighborhood size used. Development of more sensitive

edge and line detectors is being carried out concurrently,
see (8].)

Conclusions

Some results of processing a complex, aerial image

using both the line and the region based techniques have
been shown. It appears that the use of simple techniques,

specifically suited to particula r objects in an image. may
allow useful processing of rather complex images. This work
is in ini t ia l stages of development and the array of

• segmentation attributes is limited. While it is hoped tha t

the descri bed techniques have general appli cabili ty, our
experience with real images Is, as yet , limited .

-15-
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October 1977.

2 .3  An I n t e r a c t i v e  User System

Kei th  Pr ice

One major problem with the several subsystems at the
Image Processing Institute is tha t there is no way to easily
run these programs. All these systems require program
specific inputs which are meaningful only to the programmer .
We have implemented an initial system which is intended to
partially el iminate this problem . This system asks

questions which are necessary to obtain the information
needed to operate the program so that it acquires the proper

information. The system is then able to initiate the
execution of the subsystem and give the input tha t has been

spec i f ied by the user ’s answers.

This program is not developed to the extent of systems
such as MYCIN for medica l analysis Ill or PROSPECTOR for
geological analysis 12). This program is intended to
provide an inexperienced user with a guide to the
info r ma tion tha t is required by various programs , not deduce
an interpretation.

For a prog ram , or the set of programs , a user mus t
provide a set of questions that may be asked. Each of the

• questions has a set of valid responses with actions for each
response. These questions, responses, and actions are given
in a f i l e , not comp iled , thus modification of the individual
questions or changing the entire set of questions is
simplified. The actions may include new questions which are

necessary because of the answer, e.g. if the question is
about the type of segments which are desired , and the user
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indicates “lines” then the questions dealing with region
based segmentations are not necessary and those dealing with
line extraction must be asked . Actions also inc lude

remembering the program inputs that are specified by the
user ’s answer . Some special operations such as running the
specific program are compiled rather tha n included in the
question—response file.

The future goals for this, or a similar system , are  to
learn  how a user would solve pa r t i cu la r problem s, how
certain types of objects might be specified and to allow

in terac tion w ith the sever al di stinc t subsystems which ar e
used in the image understa nd ing task. The user should be
allowed to modify or add to the legal questions, responses,
or actions so that the user can request the segmentation of
a par ticular object after describing it once rather than
describing the method in detail each time. Currently a

small set of questions are available for segmentation and
matching operations.
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2.4 An Initial System for Sharing In fo rma t ion  Between Image
U n d e r s t a n d in g  P r og rams

Keith Price

This is a report on the i n i t i a l  e f f o r t s  to allow easier
in te rac t ion  of a user between :several d i f f e r e n t  programs
working on the same problem . The system allows the user to
interact with several programs operating in para l le l  on one
or mor e problems and to share information between programs.

The TENEX system provides many of the features
necessary for this system. A program can create an inferior

fork, start another program running in this fork , and also
continue running itself. The program in the inferior fork

does not require any modification to be run in this mode
since the superior program controls the source and

destination of all input and output which would usually go

T through the user terminal. The current system allows the

user to send terminal  inpu t to a speci f ic  for k or connec t to
a par ticula r for k so tha t al l termina l inpu t go d irec tly to
tha t fo rk .

Sharing of a portion of the address space to programs
and inferior forks is also provided by the TENEX monitor . A
program can map certain pages, a page is the basic TENEX
uni t for stora ge alloca tion, of its core area or a f i le  in to
other pages in the program address space. Additionally,
pages in the address space of a program in a superior fork
can be mapped into the address space of an infer ior fork or
from one inferior fork to another . The mapping of pages in
the address space of one fork to the address space of
another fork means tha t references to addresses within a

mapped page, by the program in ei ther fork , a re  references
to the same actual location.
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If several programs are going to share da ta or other
results in this manner , then it is u s u a l l y  necessary to
mod i fy these programs,  since the sha r ed da ta must  be placed
in a particula r location in the address space. Such da ta
can thus be har d to acce ss symbol ical ly,  for example as a

simple var iable , but SAIL provides a partial solution to
t h i s  problem , tha t is the access of this global da ta

symbolically. The RECORD construct  in SAIL has provis ions
for the user spec i f ica t ion  of the allocation method for

ind iv idua l records, such as d e t e r m i n in g  the address  of these
records. Thus some record structures may be allocated in a
global area and referenced symbolically by several current
processes. The program in a superior fork can also access
any address in its inferior forks. This feature is more
useful as a dc—bugging tool than for sharing data .

The question/a nswer program described elsewhere in this
repor t may be included as a sub—program in this system.
When that program is required to run another system, it uses
the multiple process facilities built into this system.

Re ferences
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2.5 Singular Value Decomposition Image Feature Extraction

William K. Pratt

The singular value decomposition (SVD) is a numerical

technique of matrix transformation by which an arbitrary
matrix can be expressed in outer product form. SVD

-20-



I
‘I

expansions have been appl ied in the solutions of

ill—conditioned sets of linear equations (11. There has
also been recent application of the SVD concept to image
restoration and coding (21. Another application , explored
here, is the use of the SVD to extract descriptive features
from an image region for purposes of classification or
analysis.

Singular  Value Ma tr ix  Decomposi tion

Consider an N x N matrix F of rank R. The SVD

transform of F is defined to be

A¾ _ U T F V  (1)

where U and 
~ 
are uni tary matrices and is a diagonal

matrix whose diagonal elements (1) ~~ (2) ~~. ... ~ 
(N )

are called the singular values of F. Since U and V are

unitary matrices, the inver se transform yields

) 
!.,!!~~~!

T (2)

The unitary matrix U contains columns ~~ composed of

eigenvectors of the symmetric matrix product f!
Similarly, the columns of V are eigenvectora of ,

T~ The

• d e f in ing  relations are
UT [ F F T ] u _ A  (3*)

• (3b)
• The matrix decc.posibion of eq.(2) can also be expressed in

the series form

! ~~~A ¾(i)~~~x~ (4)

wher e the sum is over the rank K of !.

• • ‘
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SVD Image Feature Extraction Concept

The singular values of a matrix can be considered as

descr iptors or f ea tu res  of the matrix elements and their
inter—relationships. If the matrix is composed of randomly

chosen rea l numbers, the singular values will tend toward
equality . On the other hand , a highly structured matrix

will exhibit a few dominating singular values. Figure 1
sketches the qualitative structural relationship of the

singular values. This observation forms the basis for
utili!atjon of the SVD as a mea ns of forming image features.

An SVD expa nsion is formed over a block of N x N pixels, and
some mea sure of the skewness of the s ingu la r  value
d i s t r ibu t ion  is formed to charac te r ize  the spatial
“coher ence” of the pixel values. This vague concept will be

solidified shortly.

Deterministic Properties

Certain deterministic image patterns possess SVD
expa nsions tha t can be easily computed . For example, an
array of unit value pixels can be generated by the outer
product expansion

1 [ii ...i] 1 1 . . .1

L] 

(5)

• Such a matrix is of unit rank , and therefore , possesses onl y
S one non—zero singular value. A matrix containing

alternating vertica l stripes of zeroes can be formed by the
single outer product expansion
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1 [ i o i o  . . . t o ]  1 0 1 0 . .  . 1 0
I 1 O 1 O . . . 1 0

(6)

1 1 0 1 1 . .  . 1 0

Hor i zon ta l l y  striped a r r a y s  can be genera ted  by r eve r s ing
the posit ions of the vectors in e q . ( 6 ) .  The rea son tha t the
arrays of eqs.(5) and (6) have only one non—zero s in g u l a r
value is that their rows are linearly dependent , in fac t
identical. Hence, any array with repea ted rows (or columns)
will possess only one non—zero singular value. This class

includes striped arrays of various periods and arrays with
single horizonta l or vertica l line strokes.

A checkerboard array of ones and zeroes can be

generated by the sum of two outer products

i [1 0 1 0. . .10] 0 [ o i o i .  . . o i ~o 1
1 0
O 1
• +

• a -
1
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~c.

1
~~~~~~~~~~ . . • 1 O ~
0 1 0 1 .  . .  . 0 1

— : : : : : : (7)

I
•
0 1 0 l . .  . . 01

) and therefore, possesses two non—zero singular values.

Final ly,  an N x N identity matr ix with ones down its main

diagonal and zeroes elsewhere is a rank N matrix and has N

equal singular values.

These simple deterministic examples illustrate some
interesting points. First, the SVD expansion is invariant
to the period of striped horizontal and vertica l p at terns .

• In fact, a constant amplitude ar ray ,  which can be considered
• an array with a 100% duty cycle period , has the same number S

of non—zero singular values (one ) as a striped mat r ix  with
• singl, pixel stripe.. As a consequence, the SVD is clearly

not useful as a mea sure of periodic structure.  The second
ma j or point of the exa.pl.s is tha t rotation of a pattern
affects  the number of singula r values. A checkerboard
pattern consisting of d iagonal stripes possesses two
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non—zero singular values, while horizontally or vertically

striped arrays only have one non—zero s in g u l a r  va lue .  As an
even more extreme example consider the N x N diagona l matrix

w i t h  a s in g l e  d iagonal  l ine .  It has~ N identica l singular
values. But, an array with a single pixel vertica l line
possesses one non—zero singular value.

The conclusion of these observations is that the
singular value distribution is not well suited for the

characterization of deterministic line , spot, or shape
structure. But rather , the SVD does provide an indication

of the structural dependence between rows and columns of a
pixel array. This property , as wi l l  be shown , is extremely
importa nt for the characterization of texture—like regions
of an image.

Statistica l Properties

If the image block F is considered to be a sample of a
two—dimensiona l random process then the singular values
as defined by eq.(l) will be random var iables since the SVD

is a linea r transformation. Attempts are underway to
determine the covaria nce matrix of the singular values in

terms of the covaria nce function of the image block.

Experimenta l Results

Figure 2 conta ins two images of natural texture , grass
• and ivy , along with two a r t i f i c i a l l y  generated f ields

obta ined by convolutional processing of two-dimensional
fields of randomly generated pixel.. The subjective ma tch
between the natural and artificial fields appears to be in

reasonable agreement. Figures 3 and 4 contain plots of the
singula r values extracted from 16 x 16 pixel blocks in the
center of each image. The distributions of the natural

~
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between the actua l and the idea l template in the decision
procedure. Although this assumption is correct for the
exact Hueckel ’s operator , two basic approximations have

their effect on actua l results. The first is the
discretization procedure In which a continuous picture is
replaced by discrete intensities at sampling points. The
second is the use of a finite number of Fourier coefficients
in the optimization procedure. In this paper the effect of
these two approximations is discussed . In addition , some

advantages of the Hueckel operator are expla ined.

E f f e c t  of Cont inuous  to Discrete Mapp ing

This effect is pronounced in two points. The first is
tha t a c i rcula r d i sk  cannot be represented in the discrete

domain. The second point is tha t the orthogonal bases used
in the optimization procedure are derived in the continuous

domain , and orthog ona l i ty  is not exactly valid in the
discrete domain. Althoug h Hueckel has used averaging

methods to reduce the previous effects, it is not clear tha t
his procedure can be better tha n another opera tor designed

completely in the discrete domain.

The Effect of Usinq Finite Number of Coefficients

Hueckel has used only nine coefficients in the
opt imiza t ion procedure. This choice was based on the fact
tha t high frequency components a r e  generally the result of
noise. To determine the effect of neglecting high frequency
compon ents, simple edges arid lines are reconstructed using
the first nine components only. Results are shown in figure
1. It appears that the resulting images differ from the
origina l , especially in the case of thin lines. This
affects the opt imality of the procedure. In addition it is
not clea r , in the case of f in i te num ber of componen ts, tha t
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grass and ivy are seen to be significa ntly different , but

the distributions of the natural and artificia l pairs are
quite close.

Summary

The results presented are quite preliminary, but very
encouraging . The SVD singular value distribution does
indeed seem to be a viable means of characterizing spatial

s t ruc tu re  w i t h i n  an  image block. Further work is underway
to analyze the statistica l properties of the singular values
and to develop a quantitative measure of the singular value
distribution.
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2.6 Some Comments on the Hueckel Operator

• Ikram B. Abdou

Introduction

The Hueckel operator is one of the classica l methods
S 

for edge detection 11 ,2). It has been considered as an
optimum method 13) because it uses the mean square error
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equal weighing of the error in different components result

in optimum response. Other method s are to use different
weights, or even to base the decision on each component

separately.

Advan tages of Huec kel ’ s Operator

It has been shown that the Hueckel operator is not
optimum , in the sense tha t there may exist other operators

which have better mea n square error performa nce. However
Hueckel ’s opera tor has some nice fea tures  wh ich can be used
in other operators.

The first is that Hueckel ’s per forma nce is less
sensitive to parameter var iation. Figure 2 shows a typical

relation between the Hueckel parameter Di f f  and the figure
of merit. The per forma nce is almost constant over a wide

range of Diff. This feature is useful in practica l
applications where it is difficult to change parameters for
each image.

The same feature can be achieved in simple masks if the
decision procedure is based on a nonl inear function of the

signal and noise . Some of results obta ined are shown in
figure 3.

The second advantage of Hueckel ’s operator is the use
of a large mask. This reduces the effect of noise in case

• 
of low SNR. However , large masks reduce the resolution of
the operator, and the optimum size should be a compromise
between SNR and resolution.
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Conclusion

In this paper some of the features of Hueckel ’s
operator are discussed . It appears tha t the operator is not
a standard method to which other operators should be
compa r ed . However it has i ts own advan tageou s proper t ies
which can be extended successfully to other edge detectors.
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2.7 Development of Edge Detectors for the Extraction of

Linea r Segments

Peter Chua n

Numerous edge detectors  have been suggested in the
past. However , It  is not clea r as to which technique is

most usefu l under d i f f e r e n t  g iven  condi t ions .  Eva lua t ion  of
edge detectors on rea l p ic tu res  is d i f f i c u l t  and subjective
in n a t u r e  because a model for the image does not exis t .
Such eva lua t ion  cannot be separated from the goals of the

processing . Here we describe an approach to the detection
of edges that correspond to long , linear boundaries.

One often used edge detector is due to Hueckel (13 and

has been extensively used in some of our previous work. For
the purpose of detecting long , linea r edges, its per forma nce
has been poor in the presence of noise. Figures la and lb
show a noisy image and the corresponding Hueckel edges,

respectively. Here, the Huec kel opera tor is shown to be
indiscriminately sensitive to all kind s of edges.

This calls for a particular edge detector tailored to

be selectively sensitive to long, linear edges. Some
crudely constructed edge detectors were used in the past (23
and have shown encouraging results. Six directional edge
masks angularly distributed in approximately 30 degrees were
convolved with the picture of interest. An approximated 60
degree edge mask is shown in  f igure  2. The maxim um among
the outputs of the six directional edge masks is taken and
thresholded to show strong edges only. One such result
obta ined from figure la is shown in figure 3. Because the
masks are binary (excluding 0) masks, gross approximations

• occur both in angular orientation and in spatial linearity
of the edge line . Moreover , such edge maske are difficult
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to construct  and  for a f i n i t e  size mask , only a few
directional edge masks may be possible.

Instead of approximating edge ma sks of a desired angle
wi th bi n a r y  num bers , a method is described for the
construction of these directiona l edge masks. The ideal
case for these particular long edge masks is to have

infinitely fine resolution edge masks so that they can be
considered as continuous signals. In the continuous domain ,

ma sks of any angle and shape can be approxima ted as closely
as desired as shown in figure 4. This continuous mask

M
~
(x,y) can be convolved with the continuous picture F~ (x~y)

to produce strong signals where the edges of F (x y) are

long and continuous. This convolved output can be sampled
and quantized to produce our ideal discretized edge signal

E
~~

(m ,n). For clarity , this process is illustrated in
figure 5a.

Since we only have the sampled and qua nt ized vers ion
Pd(m,n) of the continuous picture Fc(x,y) to work with, the
ideal situation can only be approximated. The continuous

edge mask N~ (x y) is therefore sampled and quantized and the
discrete output Md(m,n) is convolved with Fd(m,n) instead ,
to produce Edd(m,n). Again for clarity , this process is
illustrated in figure Sb.

The price paid for using this approximate process
versus the use of binary edge masks ( f i g u r e  2) is in the
greater number of que ntization levels needed for the edge

masks. However , the advantage gained is that this technique
wil l  allow the genera t ion  of d i r ec t iona l  edge masks of any
desired size and orientation, with the possible application
being the conf i rmat ion of the presence or absence of an edge

• with a certain direction or shape. Moreover , this model
also opens up the possibi l i ty of an  analy tica l evalua t ion of
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Figure 5b. Model for actual edge detection .
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edge masks. Figure 6a shows a 60 degree edge mask generated
throug h this model. This directional edge mask has weights
obta ined by integrating the continuous edge masks (shown in

figure 6b) over an area covered by each square pixel. The
continuous edge mask is two pix~ls wide on each side.
Integration is carried out over each square pixel because
this is the same process tha t will be carried out if the

continuous mask were physicall y digitized by an Optronics
scanner. Figure 7 shows the edge of an airpor t picture
obtained by applying masks generated by this model.

One consideration in edge detection problem s is on
• deciding the appropriate size of edge mask to use. Given a

picture with small signal to noise ratio , larger ma sks
should be allowed for detecting edges. Depending on the

• Fourier bandwidth (e.g. the closeness of two edges) of the
information in the p ic ture,  the maximum mas k size can be
determined that wi’ll average out the noise but retain most
of the signals. For example, comparing figures 8a and 8b,

the mask with the size shown in broken lines will work fine
in p~1cking out edges in figure 8a but will obviously give

weaker edges in between the two circles in figure 8b. Masks
of two different sizes have been applied on a test pattern

with signal to noise ratio (Signal Energy/Variance of Noise)
equal to 2.7 and on the airpor t picture. Results are shown
in figure 9.

Square masks have been used conventionally for

I directional edge masks. This is illustrated in figure 10.
Convolutional outputs from each of these individua l masks

‘
~ - were then compared to extract the maximal value. It should

be realized that mask 1 and mask 2 not only have different

edge directions but as a result of this, they also have
different shapes. Comparing mask 1 with mask 2 would be
equivalent to comparing matched filter outputs using two
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Figure 7. Edges obtained from circular
weighted masks obtained from
our proposed model.

(a) (b)

‘- Figure 8. Th. square boxes show the same edge detecting mask.
This mask i. applied on both figures (a) and (b).
At the location indicat.d by the position of the
mask , the edge output from figure (b) will be
lover than the edge output from figure (a) .
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Figure 9. Effect of using masks with sizes 5x5 and 9x9 .
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d i f feren t signal detec tor s, which is not really justifiable.
With small ma sk sizes, these effects do not show marked
d ifferences but for lar ger ma sks, it is possible that these

e f fec t s  wi l l  emerge s ignif ica nt ly.  A rea sonable correction
for such e f f ec t s  is to construct  c i r c u l a r l y  shaped edge
mask s and  to generate  the sampled quant ized version of the
cont inuous mask.  An example of this circular mask is shown

S in f i g u r e  11.

7 x 7 square and c i rcula r ly bounded masks (l is ted in
figure 13) have been used to show the effect of the

different mask shapes. This is illustrated in figure 12.
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2.8 Circle Detection in Noisy Images

Kenneth I. Laws

This paper presents two methods of identifying circles
within a noisy or textured image. A variant of the Hough

transform method is outlined , then a new method for d irected
edge elements is developed and demonstrated.
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A circle is characterized by its uni form boundary. The
• form of a circle may be perceived by humans even if the

interior region is not uniform. It  seems appropriate to

search for circles with edge detection techniques rather
tha n region growing methods.

A circle, or even a c ircular  segmen t, is an  extended
entity. No local property of an edge element is sufficient
to determine whether it is part of a circle. Curvature

might be a sufficient local property , but it is not
available from the standard edge detectors. It is the
relationship among edge points which constitutes a circle.
The edge elements must be equidistant from some center and

the d irection of each , if known, must be perpend icula r to a
line through that center .

True circles are also characterized by local

continu ity. If the images of circular objects were
continuous there would be little difficulty in tracing the

boundaries. Several processes interfere , however. The
object itself may be slightly irregular, and the image may

be corrupted by noise. Conversion to digita l Image form
introduces guantization error . Finally, edge detectors can

be applied to the image at only a finite number of points,
and may be confused by texture in the image.

Fitting Circles Through Directed Edge Elements

Most edge detectors identify the direction of max imum
gradient at each edge point. Adding 90 degrees to this
angle gives the edg e direction , d. The edge element (x,y,d)
is thus a short directed line segment at (x ,y), wi th the
image k now n to be dark  on one side and bright on the other.

It the image contains a br ight disk , the edge elements will
circle it in a counter—clockwise (or positive) direction.

I

LI



Circles through a given (x,y,d) have centers (a,b) on
the line a cos(d) + b sin(d) — p, where
p x cos(d) + y sin(d). Figure la shows this locus in X—Y

space. This parameterization may be made unique either by
restricting p to be positive or d to be between 0 and 180
degrees.

The Rough transform method [1,21 can be used to locate
image circles. Each edge element generates a line in A—B—P

space. The locus consists of points
Cx + r sin(d),y — r cos(d),r), where the sign of r

corresponds to the circle direction. If r is restricted to
posi tive values , the locus also inclu des the l ine
(x — r sin(d),y + r cos(d),r). If edge directions are not
known the locus of an edge point is a cone in A—B—P space.

The A— B—P space is quantized to form an accumulator

array. For each edge element the counters along the
transform locus are incremented. Cells with high counts

then correspond to image circles,

The above method requires the searc h o f a
three—dimenSIona l transform space for clusters. The space
must be quantized finely enough to provide one cell for each
possible circle in the image. A more direct method

utilizing pairs of edge elements will now be developed. It
avoi ds guan tiza tion errors by searching for clusters in a
continuous space.

A circle is determined by two of its directed edge
elements, as shown in figure lb. A space with N edge
elements contains N (N—l)/2 possible circles —— one for each
pair of points. A typical picture may have several thousand
edge points , or millions of hypothesized circles. Simple
screenin g can reduce this to a ma nageable number of
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Figure 1. Parametric Representations in X-Y Space
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possibilities.

Prel iminary screening is a imed at reducing the number

of edge elements. It may be possible to eliminate some
area s of the image or to consider only high contrast edges.

Edge elements which have been linked into line segments may
sometimes be excluded from further consideration.

A dista nce criterion helps quickly screen out edge

pairs. The dista nce between a pair of points should not
exceed Dmax , the largest diameter being sought. This

parameter is critica l since further processing time is
proportiona l to the square of Dmax. Larger circles can be
found by line detection techniques.

An angle criterion is also useful. If two edge
elements a re  nearly paral lel it is difficult to find the
corresponding circle parameters. The pair should be skipped
if the absolute value of either d2 — d1 or d2 — (d1 + 180

degrees) is less than some minimum angle.

The circle parameters determined by two points are

a — (p1sin(d2) — p2sin(d1)) / DET

b (p2cos(d1) — p1cos(d2)) / DET

where

Pj — x~cos (d~ ) + y~sin(d~)~

DET — cos(d1)sin(d2) — cos (d 2 )s in (d 1) .

The radius may be computed separately for each edge point:
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2 2 2rj — (a — Xj ) + (b — yj)

If  the two values d i f f e r  grea tly,  the two edge
elements cannot be from the same circle. This fact may be

used to screen the hypothesized circle centers and
considera bly reduce the number which mus t be processed
further.

The direc tion of ro ta tion of each edge elemen t is
another importa nt parameter . The angle

— arc tan (y~ — b) / (X j  — a)

will equal +90 degrees for positive circles and —90 degrees

for negative circles. Two edge points do not belong to the
same circle i f they have opposi te ro ta tions abou t the common
center. For line drawings these directions are not defined .
Even if defined , it may be desirable to ignore them since
disks do not always appea r agains t uni form ly dar ker or
lighter backgrounds.

The iden tifica tion of image circles has now been
reduced to a standard clustering problem . The parameter
points corresponding to an image circle should form globula r
clusters, possibly elongated in the P dimension. There is a
relationship between the radius of an image circle and the
number of edge pairs it produces, but this serves only as an
upper bound on cluster membership if circular segments are
also being sought.

Many algorithm s exist for finding globula r clusters.

The chosen method must be insensitive to a large number of
outliers or noise points. The method should also be fast
and use little memory. It should identify the number of
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clusters a posteriori , but need not do so hierarchically.

The cluster s found should be independent of the order in
which points are given , although this is not critical.

Experimen ta l Results

Figure 2a shows an armored personnel carrier against a

desert background . Figure 2b shows the edge elements
identified by a Hueckel operator (3). This data base was

taken as the starting point for the circle location problem .
The image scale is considered to be 256 pixels in each

direction.

The edge map contains 1,916 edge elements. There are
thus 1,834,570 pairs of edge points to be screened . Figure

2c shows the X—Y positions of the 523 parameter points found
by screening for 49 seconds on a PDP—l0 KI. Edge pairs more
than 15 pixels apart or dev iating less than 60 degrees from
each other were not considered . Radii computed for the two

elements had to be within 10 percent of each other. The
direction of rotation had to be the same for each element,

and was used to form the sign of the radius value.

Clustering was then done in the A—B—P space using a
Euclidean distance mea sure and a var iant of Wishart’ s
convergent K—Means algorithm for a var iable number of
clusters [41. A circle with a radius of r pixels should

produce a cluster of approxima tely r 2 parame ter poin ts,
depending upon the screening criteria . Clusters were only

kept if they conta ined more than three points and more than
0.25 * r 2. Five clustering iterations wer e used , taking 15

seconds of computing time. Figure 2d is a plot of the ten
circles corresponding to cluster centroids. The reference . •
lines in the figure were found independently by the method
of Nevatia (5J.
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The practica l limit of 15 pixels for Dmax is adequate ,

since larger circles may be found by line detection and
linking techniques. Better screening may be possible using
edge strength or even curvature information. Experiments
indicate that removal of stra ight segments from this data
base greatly reduces the circle finding time, but larger
circles are missed. Removal of edges belonging to circles

might similarly aid line finding programs.

Without reference back to the edge data the circles can
only be classified as complete and incomplete. Locating the

corresponding edge elements is a simple best—fit search
problem. Each set of points along a circle must be sorted

or linked , then checked for continu ity. Some circles, such
as the vehicle wheels, will be dense and complete. Circles

corresponding to rounded corners can be identified as short
circula r segments. Others, such as the bushes in the upper

lef t cor ner of figure 2, may be identifiable as noise
circles because of their lack of continu ity.
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2.9 Analytic Results of the Colema n Segmentor

Harry C. Andrews

Automatic bottom up huma n unassisted image segmentation
has been developed by Colema n (11 for the Image
Understa nding program. The system uti l izes pattern
recognition techniques in N dimensiona l vector space to
perform decorrelation , clustering , feature rejection and
ultimate segmentation. The only underlying assumption for
the process is tha t homogeneous clusters in N space are

representative of homogeneous regions of an image in
perceptua l space. The system is designed to operate with

any set of computable features and will automatically select
the best subset of those features to develop tightly

clustered homogeneous regions in N space which then serve to
define the segmentation of the orig ina l image. In the
interest of smart sensor implementation , the system has been
designed for frame—to— frame segmentation for rea l time

television—like sensors.

Seqmentor Configuration

Figure 1 presents a block diagram representative of the
system design of the segnientor. The first component of the
system is the “feature computation ” phase. This process
computes the features tha t the designer feels will be
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relevant for effective clustering. Essentiall y, features

are computed up to as high a resolution as at every pixel if
desired . Because the features to be computed are defined by

the user , it is at this phase tha t huma n intuitive and
design processes are brought to bear on the segmentation
problems. Once the huma n defined features are computed , the
system then becomes automatic for subsequent optimization.

The computed features (N of these) then define an N
dimensional coordinate system wherein each pixel will

subsequently represent a point in N space. Typical features
tha t might be computed are listed in table 1. Brightness

amplitudes for monochrome, color, and multispectral scenes
are obvious candidate features. Texture features might be

delinea ted by edges or other spatial frequency processors
and are listed in the table. Finally, nonl inear spatial

filtering processes might also be useful for segmentation
and this class of features is listed as well. Obviously, as

humans we can cont inu e to genera te mor e fea tures as we
become more familia r with our processing goals. The only

point to be made here is that the feature computation box
3 will only be as clever as its designer. Subsequent to this

pha se, all processes become automatic. However , note how
simple it is to genera te fa i r ly  lar ge dimens ional vec tor
spaces at the front end of the system. It is because of
man ’s propens ity to genera te so much da ta tha t subsequen t

optimization and feature rejection procedures must be
developed to efficiently and economically process such data

for ult imate segmentation purposes.

Returning to figure 1 we see that the next phase of the
segmentor configuration is a straightforward vector space

rotation (unitary transformation) defined by the
eigenv.ctors of the overall covariance matrix between all N

features computed over the entire image. The objective of
this phase is to decorrelate the features such that
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FEATURE TABLE 1

INDEX FEATURE DESCRIPTION FEATURE CLASS

monochrome brightness monochromatic amplitude 
-

x3 green color brightness color amplitude
blue color brightness

x 5 band 1 brightness
x6

multispectral amplitude

x10 band 6 brightness

Sobel magnitude on x1
Sobel magnitude on x2

texture feature

x 20 Sobel. magnitude on

x21 Sobel phase on

texture orientation

Sobel phase on x10 _______________________________

x31 mode filter on

mode filter on x10 nonlinearly filtered feature
x41 dispersion filter on

*50 dispersion filter on x10 
_______________________________



clustering is implemented in N dimensional decorrelated
space. In this ~ay good features can be selected
individually and bad features rejected individually without

concern as to correlation properties with other features.
This will allow efficient compaction of good clustering
features into a few parameters thereby providing a large
dimensionality reduction. However it is important to
realize tha t feature reduction doeb not occur immediately
following the rotation process but only subsequent to
clustering analysis.

This brings us to the next step in the system which is
a k—means clustering algorithm in N dimensional rotated
space. This algorithm converges to a set of k—mea n points
describing the best assignment of pixel features to
k—clusters such that the sum of within cluster dista nces is
the smallest. The disadvantage of the algorithm is that it
requires knowledge of the number of cluster s, k in adva nce.
Clearly this Is unknown and consequently the k—means

clustering routine must be implemented for all reasonable
values of k (i.e. k 1 ,...,16). Subsequent blocks in the
figure are designed to determine the best number of cluster
and the best features to provide the tightest cluster
distributions.

Once the k—means cluster algorithm has converged to the
minimum spread of points in N space, a fidelity measure, 8 ,
is computed to establish the tightness of the points within
the clusters and the degree of spread or separateness of the
clusters one from another . This fidelity mea sure is given
by

~(k) — tr(S
~
(k)) tr(Sb(k))

where ii the within cluster scatter matrix and
t8~ (k)) is the between cluster scatter matrix (21. It canI,



be shown tha t B is everywhere nonnegative , has at least one
maximum , afld achieves that maximum where the ratio of the
within cluster scatter equals the between cluster scatter.
Therefor e it is hypothesized tha t the optimal number of
clusters (k) occurs at B equal to its maximum . Therefore
these values of 3 and k are used to control the output
segmentor and the feature rejector.

• The feature rejector provides the function of removing
those features which do not contribute to tight homogeneous
clusters. Consequently, this process borrows from

supervised pattern recognition theory in which feature
selection/rejection is often implemented through the use of
the Bhattacharyya dista nce function (33. This function
prov ides a mea sure of the usefulness of a particular

dimension or feature by investigating that feature ’s ability
to separate the data points into the proper clusters
determined by the k—means convergence algorithm . This
measure is provided by mean arid variance parameter s
determined by each dimension for all the clusters. Those
features or dimensions which do not prov ide well—defined
clusters (due to separate means and tight varia nces) are
rejected , thereby leaving good features for more tightly

homogeneous clusters.

Experimental Results

A var iety of images have been segmented using the above
clustering algorithm with varying degrees of perceptual

success. Figures 2 and 3 present these results in pictorial
form. Figure 2a and 3d were original monochrome images
while figure 2d was a color image and figure 3a was a ten
band multispectral image. Various clustering results are
presented for each image for viewer inspection. The last
sequence in figure 3 represents clustering on frame—to—frame







imager y to i l lustra te the poten tial for rea l time har dware
smar t seflsor implementation.

Probably a more rel eva n t represen ta tion of the
segmentor in operation is to view the Bhattacharyya measures
and clustering fidel ity factors all as a function of k, the
number of clusters for each iteration of the - k—means

clustering algorithm. These results are presented in
figures 4 and 5. In figure 4 two plots are presented
illustrating the performa nce of the Bhattacharyya feature
rejector. In figure 4a the Bhattacharyya dista nce values

are plotted for each dimension or feature in the correlated
space for the variables {x l, x2,...,xN} from figure 1. In
figure 4b the Bhattacharyya dista nces are plotted for each
rotated dimension or feature in the decorrelated space for

the variable {y1Iy2~ ..9y~) of figure 1. It is immed iately
obvious that by decorrelating (rotating the space) one
outstanding feature results which hopefully will allow
effective clustering in a vastly reduced vector space (see
figure 2b). In addition it is obvious that the good
features (large Bhattacharyya values), tend to be good for

all cluster number s indicating a degree of consistency which
al lows fea ture rejection of those dimens ions with small
Bhattacharyya mea sure with some degree of confidence.

Figure 5 indicates how the cluster fidel ity parameter,
B, behaves as the number of clusters increases.
Spec i f ically, figure Sa indicates that for the monochrome
APC image, wi thout feature rejection , the peak of B is quite
poorly defined because of the presence of a lot of useless
features essentially adding noise to the well—defined

clusters. However for the case of the four best features or
the single best feature, a much more marked peak results at 4
a lower cluster number. A similar effect occurs for the
colored house of figure Sb. However from the curves of all

I
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features compared to the best few features , not as dramatic

a change occurs. This is because the use of color features
provides a considerable improvement in the segmentation
power of the system compared to having only monochrome
features. This result correlates well with our Intuitive
experiences in which color and multispectral signatures
provide quite useful aids for huma n visua l segmentation

procedures.

Conc lus ion

The above description covers the highlights of the
segmentor developed by Coleman. The interested reader is
referred to reference [1) for details of the system. The
algorithm represents a bottom up attemp t at automatically
segmenting imagery without the aid of huma n intervention.
It allows any conceivable set of features to be used for

clustering but reserves the right to feature reject those
parameters which do not contribute to well—defined , tight

clusters. The technique is based upon the principles of
mathematica l clustering algorithms in N d imensiona l vector

space. The underlying hypothesis for success of the
technique is based upon the premise that tight,
well—defined , homogeneous clusters in vector space
correspond to well—defined homogeneous reg ions in an image.
If this premise is true, successful (i.e. consistent with
huma n perception) segmentation results. If unsuccessful
segmen tat ion resul ts, then improper features are provided in
the feature computation phase which, through the linea r
operat ions of decorrela tion and fea ture  rejections , do not
prov ide proper region segments. It is then conjectured that

nonlinear transformations (or other features) are necessary.
Finally, the segmentor has been designed with smart sensor

real time implementation in mind . The hardware construction
of such a syste. is under contemplation.
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3. Image Processing Projects

This section of the r eport describes the e f fo r ts
expended and results obta ined over the past six months on
the various image processing projects carried out at the
Institute. Some of these projects have been funded by other
sour ces ~~S indica ted in the appropriate title
acknowledgements. Results of work in defining the degrees
of freedom inherent in radar imaging systems are presented

for the stripping mode of SAR. It is expected that future
S 

radar imaging model degrees of freedom analysis will lead to

eff icient radar image understa nding, a ta sk which for
humans , is far  more difficult tha n visua l image
understa nding . This section also summarizes the

psychovisua l modelling work being applied to image coding

and image rate distortion functions. Results in blind a
posteriori image restoration are next presented . Finally

two new optical processing procedures are described in which
on—axis holographic optical filtering is developed , and

optica l pseudocoloring of texture information is described .



system desig n of the segmentor . The first component of the
system is the “feature computation” phase. This process
computes the features that the designer feels will be

3.1 Synthetic Aperture Rada r and Imaging System of the
Stripping Mode

Chung—Ching Chen

Introduction

• The concept of radar is relatively simple althoug h its
implementation often is not. It is an active device which
operates by radiating electromagnetic waves and estimating
the characteristics of the target by the echoes returned
from the objects. Since its appearance in World War II,
radar has played a very importa nt role in both military and
civilia n applications, such as the target detection,
navigation of the ships and aircraft, etc (1J. The purposes
of the radar can be dichotomized as target detection and
parameter estimation. Detection of a target is the
determination of its presence in the unavoidable noisy

t situation , and parameter estimation is the mea suring of
characteristics of the targets, e.g., their ranges, relative
velocities, angular directions , sizes, etc by the
extraction of available information from the received echoes
U’.

The power of an airbor ne or spaceborne ground mapping
radar is limited by its resolving abilities in both azimuth
and range directions, whereby azimu th is “along the flight
track” and range is tha t perpendicular to it on the ground.
Ra nge resolu tion can be achieved by the radiation of a short
pulse and the accura te measurements of the time of its
return. Alternatively, the pulse—compression techniques can
be applied to obtain similar resolution with greatly
increased signal power 123. Here a suitable modulation,
usually a linea r F.M. or chirp signal, because of its high
efficiency in terms of time—ba ndwidth product, easy analysis
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and implementation, is imposed upon a CW of moderate time
duration. In this technique the large bandwidth which is
necessary for accurate range resolution is created while a
large signal power is also achieved because of the

“stretching” of the signal duration compared to short pulse
modulation, which has a large ba ndwidth but short time
duration. Upon receiving the echoes , the da ta processor
“compresses” the large time-ba ndwidth product pulse to reach
virtually the same rang e resolution. It can be shown tha t

• the signal is essentially the point spread function (PSF) of
the radar imaging system in the rang e dimension. Although
the signal is long in time and thus the PSF is wide in range
space, the range resolution is not degraded because of the
high—bandwidth property of the signal. Hence the
simulta neous achievements of high resolution and large
signal power are possible. It is pointed out , however , tha t
because the pulse is in coded form , a decoding scheme which
in this case is pulse compression which is coherent in
pr inciple, has to be adopted , as contrasted to noncoherent
processing for traditional range resolution schemes. The
coherent processing provides the possibility of another
point of view on the imaging system — the optical or

• hologram processing . -

From antenna theory it is well k nown tha t the half
power beam width B in radians of a physica l antenna of
length L is (see figure 1)

B (1)

where X is the wavelength of the radiation. The ~~oundwidth

projected by the half power beam is then - B’R”-,~ where R
is the range.
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features computed over the entire image. The objective of
this phase is to decorrelate the features such that

azimuth

~~~~~~~~~~~~~~ 
BR4~

Fig. 1. Antenna Illumination Geometry

~~~~~~~~ £~ -
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Traditional ground mapping radar achieves azimuth

resolution by using antenna with beam narrow in azimuth.
Physically speaking, the nar rower  the beam width , the

narrower the point spread function and thus the better
resolution obtainable. This is the same situation as
discussed in the case of uncoded short pulses used to obtain
range information. It is again noted that here the

il lum ina tion imagi ng is noncoheren t among the pa tches
illumina ted at different antenna locations. Thus the wider

beam wi dth mean s more bl u r r i n g , hence fine azimuth
resolution demands a very long physical antenna (L large in

most of the time not practically available.

A comparison between the imaging schemes along range
and azimuth directions suggests tha t high azimuth resolution

is possible by the use of some forms of coding . However ,
• since the ground is two dimensional (range and azimuth)

whi le the signal is only one d imens ional (a func tion of time
only) a direct simulta neous compression upon the signal

itsel f is not conceiva ble , if not impossible. One solution
is to azimuth—modulate the returned echo, instead of

modulating the signal before radiation. This is made
possible by the constantly changing relative location

between the ground points and the radar. The technique thus
developed is called synthetic aperture radar (SAR).

The azimuth resolution abilities can be evalua ted from

another point of view. The aircraft during its flight
radiates pulses at different locations and receives their

echoes shortly after . Because of the azimuth modulation
incurred by the relative motion of the cra ft and ground ,

coherent processing upon the received data to obtain maximum
possible resolution is required as explained earlier. This
is analogous to the case of an antenna array where the

- •  received signals at each array element are coherently
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where II~ (k)J is the within cluster scatter matrix and
(S (k)J is the between cluster scatter matrix (2]. It canb

-St 
5,

V

processed and summed 131 .

From figure 2 it is easily seen that the width of the

azimuth beam at range R gives the maximum value for the
length of synthetic aperture that can be used at that range.
Hence

L ff ”RB~~~~ (2)
is the effective length of the synthetic antenna aperture
where L is the azimuth size of the physical antenna.
However , since the operation of SAR utilizes the two—way
beam pattern in the sense that phase shift is introduced on
both the paths and from the target, this round—trip phase
shift effectively reduces the wavelength by a factor of 2.
Thus

A8eff — ZLeff

The az imu th resolu tion ~ is the effective beam widtha
projected on the ground at range R

AR A R  L6a 8eff 8 2L RX~~ 7eff 2r (4 )

which is independent of A and R, and is proportional to the
azimuth size of the physical antenna . Thus to achieve
higher azimu th resolution, a shorter antenna is to be used ,
in contrast to the single antenna case 3-n eq.(l).

Basically there are three modes of ground mappings of
the SAR (4,51: spot mapping , strip mapping , and Doppler
beam—sharpening. Strip mapping is the most general one and
has received the most attention. Some of iti pr inciples

- 5 - .
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Figure 2. Pictorial Clustering Results

have been given in the preceding discussion. In the

following sections we will formulate the strip mapping mode
from a system point of view.

Strip Mode of SAR

In troduc t ion

The str ip mode is the most general one in the
operations of SAR ’s. In the operation an airpla ne or
spacecra ft flies over the ground of interest , ra d ia tes
pulses at d i f f e r e n t loca tions and recor ds the re turned
echoes. As shown in figure 3, let (x,y,z) be a rectangula r
coordinate system with (x,y) being the ground, and assume

unless otherwise stated that the flight is along the x axis,
with y—0 and at constant velocity . For simplicity a
side—looking radar is also assumed , although it could as

well be squint (5]. The situation is depicted in figure 3,
where we use (x 11y 1,z1) and (x2,y2, z2) to denote the

coordinates of an arbitrary target point and the aircraft,
respectively. We will assume that effect of the height of

mountains and structures on the ground are negligible ~‘nd
that the curvature of the earth surface can be ignored such

that z1—0 for all the ground points to be mapped.
Furthermor e we assume that the time origin coincides with
the x origin of the aircra ft. Thus x2—vt where v is the
constan t veloc ity àf the aircraft. As is generally the
case, the antenna is assumed to be shared by the transm itter
and the receiver . This necessitates the pulsed nature of

the signal waveform and inevitably creates blind ranges (1).
Echoes from targets in blind ranges reach the radar while it
is transmitting and not receiving and thus are lost. The -

pulse repetition frequency (PRF) also sets an upper bound to
the maximum range without range ambiguities. For simplicity • - -

of analysis we assume that the signal pulse train consists

5
, ~~ -

.7 9.
-
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Figure 3. Pictorial Clustering Results

a

(*2, y2, z2)

(vt,O,z2)

~~~~~~

ily l, I — x1,y 1,

Fig. 3. Flight-path geometry

;
S i  -
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colored house of figure 5b. However from the curves of all

£:~‘ ~;iI
of pulses of identica l waveform with equa l time interva l
between adjacent ones. Thus let f5(t) be the modulation
function of a single pulse centered at t—O then the pulse
train wavefunction is

f ( t) — E  f9(t_nT5)exp (jw~t)

wher e’T5 is the pulsing period and the angular frequency
of the carrier . As described in figure 4, if the

“effective” time width of f8(t) is T~ then the length of the
time during which the transmitter is not in use between
consecut ive pu lses is T5

_T
~ which decides the maximum range

deviation without range ambiguities.

In addition to those factors, the depression angle ~‘ ,

whic h is the angle between the horizon tal plan e and the
radiated beam , and the antenna pattern also affect the

per formance of the system s the geometry is depicted in
figures 5 and 6. All those parameters and their

interdependence come into the picture of the SAR imaging
system to make it extremely complicated to evaluate its

capabilities and estimate its performance accurately.
However , if we model the point spread function (PSF) of the

system in some desirable way by appropriate geometrical
considerations and approxima tions, we will  be able to
simplify the description of the system, making the
evaluation relatively easier and the reconstruction more
feasible. Of course, by so doing we also distort the system
by an inexact modelling, thus an incomplete or nonoptiinal
(in some sense) reconstruction is to be expected. It is
obvious that the more approximations made, the more
degradation w i l  result in the image reconstruction. In
this section we will give a hierarchy of the system models
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real time implementation in mind. The hardware construction

of such a system is under contemplation.
T

in progressive inaccuracies. We will also tabulate the

approxima tions made and their justifications. We will find
tha t in its simplest form the system is separa ble
space—invar iant.

Method of system evalua tion

• In general , gathering more data provides more
information to solve for the unknowns at the expense of
increa sed requirements in storage and complex ity in
computation. On the other hand, intuition suggests that

— a fter some “threshold amount” of da ta is obta ined, the
additional observations do not always provide equal amounts
of new information. This is due to the inherent “blurring”
of the imaging systems and unavoidable observation noise,
etc. Thus the concept of degrees of freedom (DOF) has

• arisen to mea sure the number of truly independent samples of
data one gathers under a particula r imaging system [6,7].

J 

In our system evaluation we will adopt the concept of
eigenvalues o f a correla tion mat r i x  or the Grami a n ma tr ix
(8,91. For example , in the continuous—discrete case, we
equate the number of degrees of freedom with the number of

the eigenvalues of the Gramia n matrix whose magnitudes are
larger than some threshold determined by the noise level of

the system. This is equivalent to the singular value
analysis of the system. Except for possible permutation the

singular value spectrum rema ins invar iant regardless of
whether the object and/or the image have gone through
orthogonal transformation before and after the imaging
system, respectively. To show this, consider the

-
• 

discrete—discrete case for the sake of ease in proof: Let H
-

S 
- - 

- be the matrix of the linear system and P,Q be orthogonal
matrices compatible with the dimensions of the output and
input vector sizes, respectively. Then P~P”PP~—I and
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QtQ_QQt_j where the superscript t denotes a transposition.
The set of eigenvalues of PHQ(PHQ

t_PIIQQtHtP
t
*PHH

tPt is the
same set of eigenvalues of PtPHB t_HHt except for additional
zeroes due to possible size difference of P and Q (101.
Note tha t the sets of eigenvalues of PHQ and H differ in
general.

Derivation of point spread function

Referring to figure 3, z1 0, x2 vt, y2 0 and z2 is
flight height. Define ground range

Rg ~ [(x1
_x
2)
2+(y 1_y2)2J%

= [(x 1_vt) 2+yfl½ (6)

and sla nt range

R —

= {(x1_vt) 2+y2+z2j ½
(7)

- [i +zfl½

The propagation delay associated with a point source at
(x 1,y11z 1) with range R defined above is where the factor
2 is because of round tr ip to and from the target. Let
p(x1,y 1) be the reflectivity function of the terrain and
A(x1,y 1,x 2 ,z 2) be the illuminating pattern of the antenna
beam on the terrain . If the antenna pattern remains the
ease during the flight, it is easily seen that

The received echoes as a S

function of t are the product of illuminating pattern A ,
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terrain reflectivity i and the delayed signal function f,
summed over the ground coordinates (x1,yj):

z( t)  = 

~ 
A(x 1 x2,y1,z2 P x 11y 1 ft-~~~dx1dY1 (8)

Substituting eq.(5) into eq.(8),

z (t)  —

ezp{iwc
(t_

~~~)}dxjdYi (9)

If we interpret eq.(9) as a system with P(x1,y1) as
input and z(t) as output of the system , it is obvious tha t
the system is linea r with point spread function

2 1( - )2~ 2+ 21¾
h(t;::: ,y 1) — ~~~ A(x 1_x2.y11 z2)f8(t_nT~ 

I ~~ 
c 

y1 Z2j 
)

ex~(iw c(t_
2 [x 1-X 2 

2÷y~~~~]½

(10)

— exp{i w~t }  E A x i_nvT8 i Y i, zz)f 8(t_n T~
_

{ -~~c 
[x j_n;T5

2+y~+zfl½ }
where nv’r

~ 
is the a coordinate of the aircra ft at which n—th

S 

pulse is being rad iated. It is assumed that during the

transmission and receiving of a single pulse the aircraft is
approximately stationary so that a2 is substituted by nvT8
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in eq.(lO). This is valid if (sufficient conditions)

a) A(x 1-nvT5,y1,z2) = A(x1-nvT0 ± ~x2,y1,z2)

b) ( I :c 1-nvT8 f + ~x2)
2-(x1-nvT9)

2 << (Y 1~~Yi~
2
-Y
~ 

and

c) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ <<

where ~x2 is the max imum dis ta nce the aircra ft travel led
during transmission and receiving of a single pulse. ~

y1 is
the rang e resolution desired . See figure 7. Note that

M < vT as assumed earlier .2 8 RA(a) is easily satisfied by noting that Leff ~ t~ is of the
or der of hund red or thousa nd meters , and is therefor e
greatly larger than ~x2, wh ich is, at most, of the
same order of azimuth resolution desired .

(b)

( 1x 1-nvT8 I+~x2)
2 

2
- 2Ax2 f xi-nvT~ j+~x2
< 2

~X2
(Leff +AX2) z 2~x2Leff

while

~~~~~~~ 
2_,~

— 2ay1.y +

~~2Ay 1.y

Since 
~
Z2 is of the same order as ~y1 (poten tially best

azimuth resolution vs. range resolution), (b) will be valid

if

Leff << (11)
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(c) 2~ [(Ixi
_nvT~ I+~x2)

2+y~+zfl½ - [(x1
_nvT8)

2+y~+zfl½}
( 2 2 

_______________  
2 2 ~ (x1-nvT8)

2
— 2’(y +z )¾÷% - (y1+z2)2 - ½

~
‘l 2 >‘l 2

= 
( 2

2 
2 ~ (Ix 1

_nvT
5I .~ x2+~4)

~y1 z2)

2 Ix 1-nvT5 I.~ x2
1 Z~ Z~Ji
~
y1. z2,

2L f f .A X
2

C

~“l 2

However , if ~x2 << T8 ~ az imuth resolution ~ range
resolut ion, then Leff ~ y1 will also satisfy (b) • Note that

is approximately proportional to the maximum ra nge of Y]
illuminated by the antenna where Leff <<  y by the valid i
of (b). Thus if we let ~x2 be of the same order as 

~~~~‘

will be satisfied . In fact, the achievable azimuth
resolution is of the same order as 

~ 
1131.

Because the sinusoidal phase term exp (jw~t} in eq.(lO)

does not carry any informa tion on p (x1,y1), it can be
shifted to any lower frequency w~ desired . In optical
processing upon SAP data, the Moffset frequency w,,#O is to
separate reconstructed twin images from, each other and from
other useless image. (11,121.

Thus,
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h(t;x1,y1) — exp{jw0t)~~A(x1-nvT8 y11 z2)

fg(
t_nT8

_ [(xl
_nvTS)

2+Y~+zfl
½)

(12)

exp 
{
~~~~2 [(x1-nvT8) 

2+~+4] ½ }
Although the return of the pulse train from the two

dimensional target field is one dimensiona l — i.e., function
of t only, the recording of data could be two dimensional.

In fact, because of its huge capability for data storage,
film has been used mostly for data recording. Recalling
that the signa l returns from different pulses do not
over lap, we could arrang e them in a more compact

two—dimensional format: Let x2 
be an axis perpendicular to

the t axis. If we had moved the n—th pulse& return , which

occut s between time nT and (n+1)T , lef t nT uni ts towa rds
t—O and also move nvT units along new axis x

2
, we would

have had the following configuration of the data shown in
figure 8.

Note tha t S(x 2, t )  is nonzero only for 0 < t < T
5 

and

that x2 is a discrete variable occurring at nvT8 only. The
reordering of the data from z(t) to S(x2,t) is an orthogonal
t r ans form and the set of s ingu la r  values r ema i ns the same.
Note tha t x 2 and t have dimensions of length and t ime ,
respectively.

The PSF expressed in (x 2 1t ) variables now becomes
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(b) r.ordering of (a)

Fig. 8. Reordering of received signal
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h(x2. :;x11y1) _ E 6(x2_nvT5)exp[i~10(t+nTs)}A(~l
_X2?Yi9 12) 

2 ½

fX(
t_ [ 12

C
1
~~~~~~1,f.jwC 

[(x1
_x

2) +yi+z2~1

where 0 < t <

Multiplying exp (—Jw nT5)—exp (—jw0-~~) and exp (—Jw t)

respec tively to h(x2,t;x1,y1) yields range offset and
azimuth of fset cases, respectively (14] .  Thus

h(x21 t;x1 :1) —

exp(jw0 t) 6(x 2-nvT9)A( x1-x2 ,y 1, z2)

f 5(t_ 
[(~~ _x 2

2
+4÷z~~~ { 2  

[(x 1
_x 2) 2+y~+zfl~~

range offset case (14)

h(x2 t ;x1.v:) —

exp(j~~x2) E 6(x 2
_ nvT8)A(x 1

_x 2 ,y , z2)f 5(t_
I( 1 2 ~~~~

’1 2 ~~

( 2[(x1-x2)
2+y~+zfl~ ~ azimuth offset case (15)

In th. following analysis we shall assume that the range
offset ca se is used.

Siaplification s of PSF

In this section . we continue simpl i fying the PSF

(.q.(l4)) of the SAP imaging system. In the mea ntime a
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hierarchy of models of PSF’s with decreasing complexity will

be derived along with their associated assumptions and
approximations.

We start by noting the strong relations between
var iables x and x , y and t, respectively: the argument of
f8 in eq.(l4), t_ [2f(x1

_x
2)

2+y~+z~ J¼]/c. ‘were it not for the

factor (x1—x 2)
2, would have yielded a propagation delay

which connects y1 
with t only to provide the range

in forma tion, and is independent of azimuth modulation. This
is the only way by which h (x 2 , t;x 1,y1) is not separate in

azimuth and range in eq.(l4). If this fact can be ignored ,
e.g., if the propagation delay induced by the variation in

(x1—x 2) is much smaller than the range resolution
interested , then the PSF can be considered separate in

azimuth (x 1~x2) and range (y-’t) :

h(x2,t;x1,y1) - exp(jw0t) 
~~~ 

6(x2-nvT5)A(x 1-x2,y1 z2)

f
5(

t_ 
2 Y~+z)~~~ exp ~~~~~~~ 2~~~4I ~

(16)

Phys ically speaking , this  means that the range
resol ution cells do not move to overlap as the f l igh t  goes
on. The s i tuat ion is depicted in f igu re  9 , where the range
y of a target point is plotted as a func t ion  of the posi tion
* of the a i r c r a f t .  Various ways have been proposed to
alleviate the problem of ran ge—azimuth coupling (15 ,16, 17) .

~~ P
~

. is the ra ng e resolution pursued and B is the e f fec t ive
beam width then this range  curvature effect will be ignored
if ((xj_x2)

2+yj+z~ 3¾_ (y~+z~)¾~ ~ 
for all valid x1—x2 and
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Fig. 9. Range variation of a point target.
A i’ is less than range resolution.
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y1, where by Nvalid we mea n A (x1—x 2,y1,z2) is significa nt.
Assuming (xj—x 2)<< (y1+z~

)
~ 

as in eq. (11) and B small , we
have

~ 2 2 2 2 ½  2 2 %  1 (x1—x2)
2 

2 2 %

~ y1+z2] - (y1+z~) ~ (y~+z~) + 
~ (y~+4)~ 

-

— 1 (x1-x2)
— 2 ~ 

z
~
y1 z2,

< 1 L:ff
— 

~~ / 
2 2~~ %

ij
1

~ 
L ff

We r

~r 
>

~~~ 
Leff (17)

i .e. ,  PSF can be approxima ted by eq.(16), which is separate
in az imuth  and range,  if eq.(17) holds.

To see tha t the system wi th  ker nel eq.( 16) is separate
in az imuth  and rang e, we rewri te  eq. (16) as

2 2I 2(y 1+z2)
h(x 2, t;x1 y1) — exp(j w 0t)f 5(~t- c )

2 [(x 1
_x

2) 2
+y~,+4]½

E) (x 2_nv’rs)A(x l
_x 2 .Y i~

z2) exP {_iw c c -}
—

— ht(t;yi)h a(z2;xi,y i
) (18)

“ - F



2(y~+z~Y~where h
~
(t;y i)~

exp(jw0t)f9
(t_ 

~ 
) is the impulse

response of t due to a unit point source at y1, which is
independent of azimuth dimension; and

hz(x2;xi,y i) A 
~ 6(x2—nvT8) A(x 1-x21y 1,z2)

~ 2E(x1-x2
)2+y~+z~J 

½
exps-jw( C C

is the impulse response of x 2 due to a unit point source at
(x1,y1). Note tha t h~ (x2;x 1~y1)=h~ (x1

_x
2;y 1) is space

invariant in x 1 and x 2, but varies its form as y1 changes.

If we use eq.(l8) as the kernel of SAR , then the
input—output relation will be

z(x2,t) =Jf~ht(t;Y i)hz(x i
_x
2;Yi)P(xi.Yi) d x i d Yi

I: ht(t;yi) [f ~ hz (x i
_x 2 ;y i) p (x11y 1) dx

i]

Thus the imaging system of SAR is to transform p (x 11y 1) into

z(x2, t) in a sequential order : azimuth transformation
followed by range transformation. However , because of the

dependence of h
~ 

upon y1, ht and h~ 
are not separable and

thus in general their order cannot be interchanged in

modelling the system. Accordingly, the reconstruction of
the ground reflectivity function p(x 1,y1) from its Image

z(x 2, t) has to follow the reversed order .

Prom eq.(ll), x 1—x 2~c c y ~+z~ hence
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exp 
{~~iw 

2 [(xi~ x2 )2 + y~+z~ ]~~ j 2(y~+zp~~+ 
(x 1~ x2 )2

C C ç ~ exp~_ Jci
~ (y~+zp~ ;

C

2(y~+z~ ) ¾ ~ 

~ 
(x i

_x
2

)2
exp~ -jw~ ç exp - wc 

(yf+zp ¾

and thus h~~
(x 2~x i,y i) can be approx imated by

hz(x2 .:
~
:,yi) ~ exP

)
~.i 

2(yI+z
~
)
~ 
E~~

(x2_nvTs)A( xl-x21y i,z2)wc c
I ~~~~~~

~ 
~~~~

ex~~
) 

~~ 
(x1-x2)2

2(y~+z~)%j
Because the phase term exp~— iw~ ~ ~is independent of
azimuth its effect can be taken out and absorbed in the

reflectivity function p(*,y). It is a nonlinea r operation
on p( x ,y) , however , its effect on the singular values of SAR
will be ignored. In terms of block diagrams, we have figure
10 where

2(7i+z~)¾)

fh t
(t;7~ i — exP(Jw0t)f8(

t_ 
c

C

~ ~~~6(x2-nvT8)A(x 1-x2,y1 z2) 
(19)

n—-.

Wc __________exp ~~~ (y~+z~ )½

Equation (19) is the form assumed for most of the processing

~ 
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of the SAR data . All the assumptions required are easily
justified to reach this point. We shall proceed to
approximate  eq.(l9) by one separable in azimuth and range,
i .e. such tha t h is independent of y

1 in eq.(l9). This
w ill be true if
(A’~ A (x1-x2,y 1,z2) — A(x 1-x2,z2)

w (x —x )2 w (x —x
~3) exp -

~~~
_2- 

1 2 
~ exp 

...jS 1 2
C (y~+zp % C

for all valid y1 and y 1 .  (A) can be made approximately
true by an appropriate antenna pattern design with
geometrica l considera t ions .

2

~
‘imax 2

(B) will be true if ~~I where ~~~~ and ~~~~ mea n the
Yi coordinates of the target points at max imum and minimum
ranges covered by the antenna beam , respectively. We shall

not elaborate on the exact form of the inequality .

It is pointed out that in general (B) cannot hold
practically. However , if it could, then the system of

eq.(l9) would be separable:

h(x 2 t;x1,y1) — ht(t;yi) h
~

(x2-xj) (20)

Fur ther theoretical reduction of h is still possible:
i f we ig nore the offse t frequency term and assum e that
y1>>z2 for all val id Yi such tha t 2(y~+z~)~ /c can be

2v ~~
2yapproximated by 1. and by changing variable t2—

then :t(t;Y i) — f
.(
t_!~!) 

c

or ht’(t;t2) — f 5( t t 2)
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h(x 2 t;x11y 1) — h1(x2 t;x 11t1)
and h

~
(t_t z)h

~
(x2_x

i) (21)

is a separable space invaria nt PSF (SSIPSF).

A summary of the properties of the PSF’s under various
assumptions are listed in Table 1.
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TABLE 1

EQUATION FORN OF PSF ASSUMPTIONS

(13) NSVPSF2 1. separate pulse return do not
overlap

(14) 2. aircraf t stationary in one
(15) T8 time or Leff <<Y 1

NSVPSF 1. 
~‘r

> 
~ 
Leff

(16) separate in azimuth and
range (order counts)

(18) invarian t in azimuth

SSVPSF~ 1. A(x1-x2,y11 z2) ~ A(x 1-x2 z2)

(20) invariant in azimuth 
2. “ max~~~ ~

~
‘i mm ~2

sSI PS 1~ 1. range offset frequency w0—O
(y1÷zU~~21i 2. ~

yl

1. All assumptions in upper blocks remain true in lover ones

2. Nonseparable space variant PS?
3. Separable space variant PSF
4. Separable space invariant PS?
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3.2 DOF of Tomographic Projections

Chung—Ching Chen

In t roduct ion

Recently the reconstruct ion of an  image from its
project ions  has gained more and  more interest  in many fields
such as electron microscopy [11, radio astronomy (21,
medica l tomography 131, etc. If  the projection systems are
ideal, e.g. if the projection beam is infinitely narrow , it
is possible to reconstruct the Image per fectly by direct [2J
or indirect (11 manipulations of the projections. However ,
in reality , the projections are blurred and usually only a

finite number of projections are available. Although in
general we coul d obta in  more in forma tion by mor e
projections , it seems that because of the inherent blurring
of the system , there is an “optimal” amount of projections
beyond which the cost of increa sed data storage and
manipulation is not worth the rapidly decreasing information
return. The concept of degrees of freedom (DOF) has thus
arisen to quantify the number of truly independent data
gathered under a certain geometry (4,51. By examining the
eigenvalue spectrum of the correlation matrix (or the

Gramian) associated with the linear imaging system , one is
able to evaluate the system performa nce in the sense of DOF.
Roughly speaking , in the eigenspace of the system only those
components (or singular values) whose magnitudes are larger
than the noise level provide information about the input
with high enough confidence. Discarding those singular
values of relatively small magnitude also guarantees an
optimum bandwdith reduction or data compression in the
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r
minimum mea n square sense, among other advantages of

eigenspace manipulations. As is wel l known, the complex ity
of the diagonalization process of an arbitrary N x N matrix
increa ses very rapidly with N (of the order N3) (6J, in
addition to the fact that only approximate values can be
obta ined because of the iterative nature of the algorithms.
This limits the practicability of eigenspace analysis even

for moderately large N unless the system (and hence its
matrix) is well—structured and algorithms to fully utilize
its structure to speed up the computations exist.

In this paper we discuss the principles of operation of
a tomographic project ion system , fo rmula te  i ts Gramian
m a t r i x  and seek fas t  ways to find i ts  eigenvalues for
certain sampling functions.

Formula tions

Referring to figure 1 let the rectangular coordinate

system (~ ,r~) be fixed on the object whose size has been
normalized to be conta ined within a unit circle and (x y) be

another rectangular coordinate system with the y—axis
para llel to the l ines of projection for a given source
orienta tion angle 0 defined as the angle between axes x and

as shown in figure 1. The relations between the

coord ina tes (x ,y) and (~~,fl) are
x — ~cosO+~sinO — xcoaO-ysine

or
y — -~sin0+~cosO — xainO+ycoa6 (1)

For each 0 M r samples Yj~Y2~...Y~ç 
are taken corresp ond ing

to N~. non— ideal line projections perpendicular to the x—axis

H with 0 .~~ ~~~~~~ 
1. The number of samples in 0 is M 0, with Oj,

i—1 ,2,...,N0 ranging from 0 to 2w. Thus the total number of

sample . is M 1~$ 0 and the syst.m is a continuous—d iscrete one
171 because the input variables (~ ,fl) are continuous and the
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output va r iables ( y , 0) are discrete. Let f(F ,ri) be the
object density function , then the projection z (Yk, Oj) is
related to f(~~~, Ir) ) as a two variable Fredholm Integral

z(yk Oj) — JI~”’~ 
h(0j,yk;F

~
.n) dEdn (2)

wh ere h ( e j P y k;
~~D n )  is the poi nt spread func t ion  (PSF)

designating the c o n t r i b u t i o n  of a unit magnitude point

t spread source at (~ ,n) to the output variables 
~
°j ’~~k1 and R

denotes the unit circle . Note h(O j,yk;~~
,ri) can be rewritten

as h(O j,yk;x,y) through the transformation of eq.(l). We
assume that the projections are aimed at 

~k’ k l ,...,M r, and
assume the same waveform w(x) in the x direction. Then

~~~~~~~~~~~ = w (x
~
yk) is a shifted version of w (x). Thus

eq.(2) becomes

z(yk,Oj) JJ fa.n) w(
~
cos6j+r1sin6j_yk) d~dn (3)

where we have used the re la t ion  of eq.(l) with the addition
of subscript i. Note that X j  and Yj are  con ti nuous
func tions of ~ and n , although the functions depend on
discrete variables e~ because of the discrete sampling over
the whole circle.

In terms of matrix notation , eq. (3) assumes the form

[zJ — 

~~ 

[H ,fl]f~~.~~d~d~ (4)

where (2) and 1H (F~,n)J are matrices of size M r x M 0. For
our purpose it is more useful to put eq.(4) in a vector

z — J J h(~ ,~)f(~,n)dF d~ (5)

where ! and h are NrN 0 x 1 matrices. Degrees of freedom of
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I
the imaging system can be derived from the eigenvalues of

the follow ing corre la t ion ma tr i x

tn — J J h(~~n)ht(~ ,n)dE dn (6)

P.
If the image vector z is formed in a lexicographic order
then the matrix will be

~
rf”’

~
, [~41~2) .[r)

Cr] —

[r) (M0, 1) ,[r] (N0, 2) 
~~~ 

(N 0 ,M0) 
(7)

where (FJ i,miB the correlation matrix between i—th an m—th

samples in e. The (k,l)—th entry of irp..m) is

— 

~R
’ 

W(Xj~Yk
) w*(z~

_Y
l) di dn (8)

wher e and are defined in eq. (1) with 0 — 0~, 0 = 0m’
respectively and w(xi

_y
k) is the pulse function along the

axis shifted by 
~k 

units. A similar geometric
interpretation for w(xm~

yi) exists. The situation is
depicted in figure 2 where for pictoria l clarity , finite
width of w(t) is assumed. The integration of eq.(6) is over
the overlapped region of w(xj_yk) and U*(xm

_y
l) which lies

within the unit circle. Unfortuna tely there is no closed
form for the expression of eg.(8) for arbitrary function
w(x) . A major difficulty is that the integrand is limited
to the uni t circle instead of the whole pla ne. Appropriate
assumptions on the shape of w(x ) , as are  usually practical ,
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can alleviate the problem to yield satisfactory

approximations of eq.(8).

Sharp Projections and Their Approximate Correlations

Let us assume tha t the “effec tive ” width of u Cx) is
much smaller than 1 or the maximum radia l dimension of the
object, so that if the intersection point of the two lines

X j ‘r k and = y1 lies ou tside the un it circle , the

integration in eq.(6) can be approx imated by zero, while if
the intersection point lies within the circle , the

integrand, which is shown geometrically in figure 2, can be
appropriately replaced by

— ti)(x~ ) (u*(x~ ) d~dn

where the limits of the integral have been extended to

infin ity. In other words, we approximate eq.(8) by

— ~~i,m,k,1) J Jw(xi)w*(*m)d~;dn (10)

where U(i,m ,k,l) is a mask function defined as

Xj Y k
U(i m ,k ,1) — 1 if solution of lies within unit circle

Xm u l

— 0 , othsr wis.

We shall find a mathematical expr .ssion for U(i,m ,k,l):
Ccosøi+flsLnSi=

’k
(11)

~co5O a4n5tfl0m
1h

1

The solution (E~,,n0) of .q.(ll) is
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k5ifl8m~
Yl5tfl0i— sin(0 _O
~)

Y 1
CO5O

i
_Y
kCOSOm

—

and (
~~ ,n ) lies in a unit circle if and only if

~~~~ ~ I iff

[Y~
+Y~

_2ykY 1Cos(0m
_0
t)] ~

Jsin (0
~

_O j) 1
Figure  3 show s a g eometric i n t e rp re t a t ion  of the above
i nequality , which is an even function OfO m

_Oj• Thus

U(i,m ,k,l) — 1, if [Y~ +Y~
_ 2Y kY 1CO s(9 m

_ 0 i)I%(I s in(8 _ 9
i) 1

= 0, otherwise (13)

Diagonalization of the Gramia n for an Infinite Domain wix )
Function

Let us assume tha t W ( t )  has a norm ali zed Gauss ian shape
wi th varia nce ~2 i.e.

w(x ) = _-
~
L....exp$ x

2
t! (14)

a/2

Let u be the bisector of the angle formed by x~ and
and v be the axis  900 coun tercloc kwise from u , a s in figure
4. Since the angle between u and xi is 

0m 0i , we have the
following transformation relations: 2

-110- • (



i1 cos(Om
_O
i)]%

(
/“ 

~~~~ 
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Figure 3. Interpretation of U(i,m ,k,I)
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Xj  — U ~05
0m °i -v

0 _0~ e (15)
Zm u cos m

2 ÷~~5j~~
m

We are now in a position to find a closed form for eq.(9),
in th i s  ca se in terms of variables u and v:

Hence

JJtu(Xj)W*(Xm)dFdfl

—

- 
2i~~’ f exp{~~~. cos2 0m~0i)duI ezp{_~~.sjn

2 0ii~
0i} dv

= c 5c I O m
_ O j l (16)

Because eq.(16) blows up at em •e~, a more accurate
approximation for this case is required . Assuming
negligible overlap between adjacent pulses with the same
orientation as before, we consider the case =

~~ 
x~ •

only as in figure 5. In this case we modify the l imits  of
the integral of va r iable v to get
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I.) ..( 1 )2 

~: ~~ I du 1 dv

ylI (17)

(i ,m)
Thus we have the following expression for 1(k 1)

— U(i,m,k,1) cscIOm
_9jI, Om#8j

I _ _— — V1 0m~~i’ 
1k~~l

— 0 0m 0L’ Y k#’rI 
(13)

where U (i, m k , l) is given by eq.(13). Note that eq.(18)
implies tha t the adjacent e’s are not so close as to make

¾U(i ,m ,k ,l) csc(Om Oi) larger than either or
If this should happen in eq.(l8), an appropriate

thresholding function should be incorporated in the

expression. This is the result of the Schwartz inequality

I I

H f

-



i~!w(xi
..Y
k)w(x&.yl)d~dn

< 
[iJw

2(x
~~~~~~ )d~~dfl JJw

2(x~~Y1)d~dn]
%

< max {(JJw~ (xi_ Y k) dF dn)2j Jw2 (xm
_Y
i)d~dfl2J

where w (x) is a nonnegative function. Note that
depends on and 0~ only through their difference , a fac t
very useful in diagonalizing (l’j to find its eigenvalues.
In add ition y

~~’~~ is an even function ofe
~~

_e
~. These

phenomena make the Gramian matrix look like

i1] dh t~ ) , (r]~ ”2~, ~~~~~~~~~~~~~~~~~ [n](1.2)1

(r]~~ ’2
~, [nj~”~~, ~~~~~~~~~~~~~~~~ [r]~ ”3~[r) — . 

- (19)

[1.3 (1.2) [r)~”3~, [r) (h 14) , . . ., [n] (I .2) , [rJ~~ ’’~

a circula nt matrix whose elements are symmetric matrices but
are not necessarily circulant themselves. It is pointed out
that the thresholding function of eq.(l8) as mentioned
earlier does not affect the circula nt property of eq.(19).
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Fast a lgor i thms to diagonalize  eq. (19) exist  (8 1.
Because of its circula nt property with elements (rI

(i .m? ~rj
can first be block diagonalized , a process simi lar to the
one diagonalizing a circulant matrix except that here,
en tries of ~r J are  ma trices of siz es Mr x Mr instead of
scalars. After block diagonalization , the block diagonal
matrix can be diagonalized by individua l block

d iagonaliza t ion proc esses, grea tly reducing the compu ta tion
required .

Summary

The imaging system of tomographic projections has been
reviewed . The structure among the data gathered is utilized
to yield a computational reduction in diagonalizing the

Gramia n matrix of the system for projections with
Gaussian—shaped blur . Sharp projections are assumed to come
up wi th  a closed form expression of the elements of the
Gramia n ma tr i x , although other approaches based on different
assumptions also exist (8J. In the Appendix, a rectangular
pulse form is assumed and the corresponding Gramia n derived,

al though many other waveforms are  also possible to get a
closed form for (I’). It is observed tha t the v~~ ’1~3, of the

“autocorrela tion” of the pulses increa ses as the width of
pulses decreases*, while y~~ ’~~ i#m or the
“cross-correlation” is independent of the pulse width  due to
cancella tion of the area under pulses with widths of pulses.

In the ideal ca se where the pulse is inf i n itely narrow ,
•this phenomena is due to the fact that the value of a
diagonal entry is equal to the peak value of the response of
a matched filter which is a measure of the total energy of
the signal. the total energy of a normalized
Gaussian—shaped signal increa ses as its “va r ia nce” decreases
as can be easily verified .

I’
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p
tn resembles a diagonal matrix.

Appendix: Gramia n Analysis for Rectangular-Shaped

Projections

We assume w(x) • b rect(bx) as shown in figure 6 where

rect(x) 1

— 0 otherwise

and w(x) has been normalized such that f w(t) dt = 1.

Similar to the case with Gaussia n— shaped pr jections, we

assume << 1 80 that the approx imation schemes carry over

here.

Referring to figure 4

w (x j )w ( Xm
) — b2 if (xjx

~
) s parallelogram ABCD

— 0 otherwise

Note that (xj~
x
~
) are not rectangular coordinates

JJw(xj)w*(xm)dF dT,

- b2

k~~~
dvdu <1>

- t,2 x Area(ABCD)

Since OD • ~~~sec 0n 0
~ and A0 = 2~j~ 

csc 0in 0t ,

- 2b2 x A0 x OD <2>

• — C5CIOm elj
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Aga i n , eg .<2> blows up a t O ~~~
O j . So for i m ,  k= l , we agai n

modify the limits of the integral in eq.(l>.

— J b2rect(bu) du J ~~k I dv
-

~~

Thus

— U( t ,m ,k,l)cSc I 0~ -ejI 
, O #O.

1 - 0
~~
”0
i’ ~~~~~~~

<3>
— 0 0m 8i’ 1k ~1

A g a i n y ~~~’~~ depend s on i,m only through the difference

The diagonalization of In) is thus similar to that
discussed earlier. Thresholding upon the values of

off—diagonal entries may be necessary if the projections are
very densely sampled compared to the width of the projection

functions.

Comparison of eq. (18) and eq. <3> shows that if a =

and is sufficiently small then Gaussian projections and

rectangular projections have the same Gramia n matrix and

thus from the DOF point of view, they are of the same
performance.
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3.3 Psychovisual Transform Coding of Images (Supported by
WPAFB under Contract F—336l5—77—C—10l6)

Charles F. Hall

Several recent papers have discussed the mer its of
transform image coding (1—61. This particular research is

concerned with an extension of this technique. The images
to be cod ed are first preprocessed with an algorithm which
is based on a model of the human visua l system (HVS ) (7) and
[8). The system to be used is shown in figure 1.

The first two blocks of figure 1 represent the HVS.

The bandpass filter portion is implemented with the equation

A(fr) — 2.6[0.O].92+0.l14f ~ )exp [_ (O .114f ~ ) 1 1] (1)

(see (8) for an illustration of this isotropic filter
function). The next three blocks represent the coding
portion of the system. The preprocessed image is cosine
transformed , quantized, and then inver se transformed . The
cosine transform may be taken in any block size up to the
full image size, which for this work was 256 x 256. The
qua ntizer was a Max quantizer which assumed a Gaussian pdf
for all transform coefficients. For the D.C. term a mea n
was estimated and subtracted from the D.C. value prior to
quantization and then added back subsequently. After the

transform coefficients are quantized they are inver se
transformed and then passed through the final two stages

which represent the inver se HVS.

There are several advantages to coding by transform
blocks smaller than the image size. If one transforms 8 x 8

blocks for example, only eight lines are required before
processing begins. In addition only two 8 x 8 covariance
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matrices need to be diagonalized and used to compute an
8 x 8 bit map. To visualize how this bit map is used the
entire cosine transform domain may be reordered for display
purposes into a two—dimenèiona l Ma ndala transform domain
[91. Such an ordering of an 8 x 8 block cosine transform of
the GIRL picture is shown in figure 2. The input image was
256 x 256, thus there are 1024 terms for D.C. and every
component. For the cosine transform there are 64 unique
frequencies including “0” , i.e. D.C. The 1024 terms make
up a 32 x 32 array which , when scaled for visible display,
form a subimage in figure 2. Every term in each subimage is

coded with the same number of bits and since there are only
8 x 8 subimages our bit map is only 8 x 8. Note how the
increasing harmonics (left to right and top to bottom)
represent more and more “edge” information and the highest
harmonic (lower right subimage) is almost random noise.
These particular subimages are set to zero in the coding
process. (The reader should note that each subimage has
been scaled for display. There were more than 6 orders of

magnitude differences between points in upper left and lower
right before scaling).

If we actually quantize the block cosine transform of
• the GIRL for an average rate of 1 bit/pixel we would get the

result shown in figure 3 (after inver se cosine

transforming). The normalized mea n square error (NMSE) in
this case is 0.395%. If one examines the picture carefully,

particularly at edges, small 8 x 8 blocks can be detected .
* These blocks become visible when errors in qua ntizing the

D.C. term for that cell become large enough to shift the
average grey level a detectible amount . If we code the

image with a block size equal to the image size, obviously,
this problem disappears. Figure 4 contains such an image.
In this case the bit rate was 0.7 and the NMSE was 0.33%. -

Thus, we have reduced the bit rate by 30% while decreasing
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the NMSE about 20%.

- u 
In the previous paragraph we considered an image which

had not been preprocessed by the huma n visua l system model.
If we now preprocess the GIRL with the HVS and 8 x 8 block
code as shown in figure 1 we obtain the result shown in
figure 5. This image was coded at 1 bit/pixel and the NMSE
was 0.434%. Although the NMSE is larger tha n the 8 x 8
block result in figure 3, a close inspection reveals that

the 8 x 8 subblocks are not as visible in figure 5. Again ,
a 256 x 256 block size was used and the result is shown in

figure 6. In this case the rate was 0.7 bit/pixel and the
NMSE was 0.35%. The reduction in NMSE is again

approximately 20% with a 30% decrea se in bit rate.

I f  one r e f e r s  to f igure  1 and considers the
implementation of the HVS linea r filter is in the Fourier

domain the logical question is, “why not code in the
filtered Fourier domain?” This coding scheme eliminates the

cosine transforming completely and also eliminates a forward
and an inver se Fourier transform. The system is therefore

reduced to that shown in figure 7.

The GIRL picture was coded in this manner. The result
is shown in figure 8. This image has a rate of 1 bit/pixel
and a NMSE of 0.26%. The quality of this image compared to
the other results within this paper indicates that coding

the HVS filtered Fourier domain (as proposed in (7)) results
in excellent quality images. The technique is being
extended to color imagery as proposed in (71 and initia l
results are encouraging.
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3.4 Statistical Analysis of a Model of the Huma n Visua l
System (Supported by WPAFB under Contract F—336l5—77—C—l016)

Charles F. Hall and Lloyd R. Welch

* 

In a recent paper Hall and Ball have discussed several
models for the HVS (1). In this section we will analyze one

of these models (shown in figure 1), both statistically and
deterministically. The main objective will be to determine
the a ssump tions wh ich may be made abou t the charac ter istics
of images a fter they are passed through the model. In

~ar ticvlar , those characteristics consistent with the
a ssumpt ions must be made to apply the known solutions to the
parametric set of equations which are the heart of
rate—.~iistortion theory (2,31.

• We will begin by first considering the assumption of
Gaussian pdf.  The image will be assumed to be Gaussian
after passing through the nonlinearity. This assumption
presents no problem since the filter of figure 1 is linea r
and hence the output of the filter will be Gaussian if the
input is. When the output of the nonlinearity is Gaussian,
what is the pdf of the input? This question is answered
quite simply by applying a fundamental theorem discussed in
section 5—2 of Papoulis (4). 

*

.5
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For the ana lys i s  consider f i gu re  2. Let x be the
Gaussian distributed ima ge. From f igure  2,

y — g(x) — e~t (1)

also

f ( .)  — 
1 e * )

2 /202 (2)x iZlf a

Solving for x in terms of y
m y1 (3)

also
g’(x) — (4)

Thus

f ( .)  -

becomes

/Zirciy1 ~~~~~ 
y1—p )

2 /2a 2 
,, > (5)

This pdf is known as the lognormal distribution and has
several interesting characteristics (51. Plots of this
function for several values of p and 02 are shown in figure
3. The similarity to image histogram data is immediately

apparent. The histogram data for the Kodak GIRL image was
plotted on log probability paper and is shown in figure 4.

Note that the data points are essentially three straight
lines over the 1% to 99% range. This indicates the data is

strongly lognormal. Thus, we see the HVS models help
satisfy the common assumption (which is unr ealistic for an
unprocessed image) that the data is Gaussian.

Nex t, let us consider the entropy of the two processes.
We will use the common definition for differentiated entropy 

*
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- H(x) — -J p(x) in p(x) dx (6)
-—

where PC.) denotes the pdf of x. Shannon has shown for the
Ga ussian  case we get (6)

11(x) — (7)
Consider the lognormal distribution,

I - (in x_p)2/202 (8)e

then 

p(x) — _____

- (in x-~~~ (9)In p(x) — -ln[a/Zii~] 2a~
arid

H(x) — J p(x) 
{
ln(a/2i~x) + (~~~~i~!.] dx (10)

0

where the lower lim it of in tegra tion has been cha ng ed to 0

since x ranges from 0 to tot the lognormal pdf . Thus,

—

11(x) — J p(x) ln(a/Zi) dx + J p(x) ln ~ d.x
0 0 (11)

+ J p(x) (1n x-~)
2 

dx
0 2a

but

10 p(x)dx — 1 (12)

therefore

11(z) - 1n(a/~~) + I p(z) ln x dx +J
O (13) *

p(z) (in x~
_LI)2 d~c2o *
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Now let y * lnx which implies x ~ eY and tha t dx eYdy.

A lso , when x 0 , y = — ~~ and when x — ~~, y = ~~.
Substituting into eq.(8) gives

_______ ~ ~ 2 2
i~(~~) ,

.~~~~
, exp(y) ~~~~~~ 

0 
(14)

Completing the substitution in H g ives
2 2H(.) — ln(a/2~i) + J y ~~~~~~ 
/2a dy

-~~~

(15)

+ 
~~~~ J <~

_
~~

2 
e ~~~

2,~t20
2 

dy2a 
-~~

The first integral is just the mean of a Gaussia n pdf and

the second integral is the varia nce, therefor e,

H(.) — ln(a/21) + ~ + 
I ~,2 ln(a/2~~) + p (16)

2a

Thus, for a nonzero p we have an entropy chanqn going through
the system which is equal to P , the mean of the resultant

Ga~Ssian pdf.

Next we will consider the autocorrelation and power
spectrum for such a system . Now

R
~
(r) — E(x(t)x(t+r))

T t (17)
r~r i~’ e

h1e
Y2e~~~~~~ 

C (
~~u) 

+

(2ir)thf2 ICI
hE dy

wher e N is the dimension of the system and equals 2 for our

case. Also, sT
— 

~~ ~2’ (18)

~~~~~~~

i
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and 

= 

~2 a 2 P~( t)

(19)
a P~,(r )

In this case P ( 1)  is the normalized autocovaria nce defined
as 

~~~( t)  = E{[y(t)_~] [Y(t+T)_P)} (20)
Now let A

~~
* x2 — —j and rewrite R (*t),

=

(2 1)

— (( e
iA 1Y i A 2)

~2e_ ¾ ( p) TC~~ G_p)
J J — dy1 dy2-— /7W ~~~~

The above equation is in the form of a characteristic
equation. The characteristic function for a two—dimensional
Gaussian of nonzero mean is (see 14), p. 255)

1tT,~ *T
•~~~~) — e~~~ ‘~ e

i~ P (22)

where A~~~~ a (—j —j), therefore,

— — 5c2 [1+p (T)) +p (t)4.p (~ +~) (23)

For the i npu t process x , we will assume the general
form for the autocorrelation in terms of the cova r ia nce of
the process,

R~ ( r )  — 4 + ~~(r) — 4 + a~ p~ (r )  (24)

Then, from eq.(23) we have
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4 + O~ P~~(t )  - e
2UY+ a~ [l+P~ (T)] (25)

Now

E {x~ E {e~’} = ~~~~~~ 
(26)

therefor e

2 ~~~~~~~~~ (27)p — ex

and substituting in eq. (25) yields
p (r) (28)

~~~
+ a

~~
p
~ (t)

_ 4e 7 Y

or a2 2
— 

~~ “x~’~’ 
e Y ~~~ (t)  

(29)

Expanding the right side of this equation gives
2a p k

-,- 

~~ ~~~~ 1 + 
~~ 

P~, (T)  ÷ p0
2k Y ( T )  (3 0)

The sum of eq.(30) represents the error if we use only the

first two terms of the expansion. The normalized covaria nce
of any process will have an upper bound of 1. Al so, for

typical picture data 0 ~ 0.5. Thus, the worst case

expansion is on e°5and the error in taking only the first

two terms is less than 10%. This is a very conservative
error bcwnd , particularly since it assumes the data are
completely correlated. We will neglect the error term in

eq.(3O), giving

— 1 + a; g~~~(t) (31)

From eq.(29), if we take the natural logarithm of both

sides ,

1 + 
~~ 

P~ (t)) 
— a~, p7

-(r) (32)
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0 2
Typica l image da ta for the x process g ives a ra tio of
0.16. Again for a worst case px (T)

X_ 1 we get
ln (1+0.l6) • 0.14842 which is wi th in  8% of 0.16. Thus,
within experimenta l error

~~~ ~ + 
a 2 

Px (t )) ~ a2 

P~
(t) — a p

~,(r )  ~~~

Now p (r) — 1 for i — 0 for any valid covaria nce function ,
therefore

~~ ~~2 (34)
K Y

Substituting eq.(34) into eq.(31) gives

1 + a . ~~~~t) — 1 + ~; ~~ ( r )

which implies tha t P~~
(r )  a ~~~( r ) .  Thus , the output

au tocorre lation becomes
R

~

( r )  — ij

~ 
+ a; ~

)
x(T) 

(36)

By definition the power spectrum of y process is

S~ (w) ~~~~t e
_ jWt dt ( 37)

Therefore, 1°’

f S~ (w) — J [4 + 4 P,~~(t) }  e
*j WT dt

I

— 2WM ; 6(w) + 
~~ ~~~~

This relationship is of great importance in rate—distortion
appl ications. Given an input autocorrelation, we can
compute the output power spectrum which can be used in the
equations (see (21, p. 117)

~~ 

mmn 8, •(w)) d~
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and

R(D0) — 

~~ 
~~~ 0 , 1og~~~~ Jdw (40)

Thus, the rate—distortion curve of the source x , a f ter
passing through the logarithmic nonl inearity, can be easily
obta ined.

A common assumption for imagery da ta is that it is
Markov , in particular, , i

P
~~

( r )  — •-a1
t 1 

(41)
Substituting this form into the power spectrum equation
gives

S (w) — a2 
f e  

I t t e iUI t dt + 2ir
4 ~~w)

17 (42)
2cia

— + 2i~p~ 6(w)
cIa+w 2

Referring to figure 1 and letting }I(w) be the linea r filter
func tion we see tha t

-
~ 2

S (w) S (w) IH(w) 1 2 — I ~‘ + 2irp 2 6 (w) l 111(w) I (43)Z Y ~,
2 + w 2

We have shown that if an image source is log normal and

~arkov , then a f t e r  passing through the NVS model of f i g u r e  1

-139-



it will be Gaussian Markov with a power spectrum defined by
eq.(43). Furthermore, the entropy of the origina l source
will be changed byp , the mea n of the r e su l t an t  Gaussian
pdf. These results are being used to find theoretical
bounds on the cod ing improvements which can be realized when
images are preprocessed with models of the HVS.
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3.5 A Technique of A Posteriori Restoration

John Morton

This effort is concerned with restoring a degraded
image while assuming a minimum of a priori information. The
previous reports (1—2) have outlined the approach to be
investigated and in addition , contain summaries of the
progress achieved up to the respective repor t dates. This
report will present some preliminary results.

Figure  1 contains four statistically similar images,
statistically similar in the sense tha t the power spectra
corresponding to the four images are similar. Note that the
subject content of one image is different from the other

images. The d i f f e r e n c e in subj ec t mat ter  was intent iona l to
emphasize the point that different image subject matter may
corrrespond to similar power spectra .

A contour plot of the log of the power spectrum
calcula t ed from f i gu re  la is presented in Figure  2. Figure.
3 contains the log of the average power spectrum

* 

calculated from figures ib, lc, and id. Note the close

similarity between figures 2 and 3. The power spectrum
depicted in figure 3 will be used to estimate the magnitude
of the optica l tra nsfer func t ion  (OTF) via the method of
Cannon [3).

Figure  4 contains a perspective plot of the point
spread function (PSF) to be used to degrade the image
presented in figure la. Figures 5, 6 and 7 contain the
image of f i g u r e  la degraded by the PSF of f igu re  4 together
with restorations assuming different combinations of a
pr io r i  in format ion .  Table 1 defines the assumptions
associated with the different restorations.
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POWER SPECTRUM
PSF OF

FI GURE MAGNITUDE PSF PHASE JNDEGRADED IMAGE

Sb given .
~~ given given

5c given estimated as 0 given
5d given estimated given
6a estimated given estimated
6b estimated estimated estimated
6c estimated estimated as 0 estimated
6d estimated estimate multiplied by -1 estimated
7a estimated estimate multiplied by -2 estimated
7b estimated estimate multiplied by -3 estimated
7c estimated estimate multiplied by -4 estimated

Table 1. Key to Restorations of Figures 5, 6, and 7.
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If one has knowledge of the OTF and also knowledge of
the power spectrum of the und egraded image, one can obtain
the res to ra t ion  of f i g u r e  Sb. F igure  Sc assumes k nowledge
of the magni tude  of the OTF , k nowledge of the power spectrum
of the undegraded image, and an estimate of the phase of the
OTF of zero everywhere. Using the a l g o r i t h m  previously
reported [1—21 to estimate the phase of the OTF and assuming
knowledge of the magnitude of the OTF and knowledge of the
power spectrum of the undegraded image, one obtains figure
5d. Upo n comparison of f i gu res  Sc and 5d it is apparent
tha t the pha se estimate per se does not a f f o r d  any
improvement over a phase estimate of zero everywhere.

Upon examination of figure 6a where the magnitude of
the OTF is estimated using the power spectrum depicted in

figure 3, and where in addition the power spectrum of Figure
3 is used as an estima te of the power spectrum of the

und egraded image , and lastly assuming the pha se of the OTF
is known, it is evident that estimation of the magnitude of

the OTF is very good.

Figure 6b assumes no a prior i knowledge. Figure 6c
assumes no apriori knowledge of the magnitud e of the OTF,

nor any k nowledge of the power spectrum of the undeg ra ded
* image and assumes an estimate of zero everywhere as an

estimate of the phase of the OTF.

The phase estimate can be shown experimentally to
converge to a phase which is of incorrect sign and to a

value less than, in some cases much less than, the correct
value. Thus, it is not unr ealistic to change the sign of
the estimated phase and boost the estimates by factors.
Pigur.s 6d, 7a, 7b, and 7c correspond to the pha se estimates
with a sign cha nge and multiplications of 1, 2, 3, and 4
r.sp .ctively. As judged by the increa sed sharpness in the
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collar of the man and less distortion in the face of the
man, perhaps some improvement has been obta ined.
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3.6 On—Axis Optical Filtering System (Supported by NSF Grant
ENG—76—l53l8 and AFOSR under Contract AFOSR—77—3285)

Alexander A. Sawchuk and Chung -Ka i Hsueh

Compu ter genera ted holograms have many advan tages over
optical generated holograms. If the hologram is used in a
filtering system , the filter H(f) can be specified without a
physical specimen of the impulse response. Computer
generated holograms also eliminate the need of very stable
and low noise photographic recording set up. With computer
plotting, the nonl inearity of the film and other effects of
the system can be precompensated and more flexibility can be
achieved.

However most of the computer generated holograms are
off—axis. The desired output appears on the first

diffraction order which has a maximum diffraction efficiency
of 41% when square wave phase grating is used. Since most
of the energy is concentrated at the center , to get useful
results, we have to increase the carrier frequency and
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restrict the size of the impulse response and the object to

avoid overlapping between two adjacent diffraction orders.

On—axis holograms, on the other hand , do no t have the
problem s mentioned above. The desired output is on the ax is
and contains most of the energy. As wjll be expla ined later
if the high order diffractions can be eliminated properly

the whole output plane is available and the size of the
object need not be restricted . The sampling rate of the

filter then depends on the extent of the impulse response
rather than on the object extent which is generally much

larger . Therefore the sampling rate is much lower compared
to other holographic type filters. However for proper
suppression of the higher diffraction orders, the sampling
rate still has to be considerably high as will become clear
in the following analysis.

To simpl ify the notation , we use one—dimensiona l
var iables in the following formulation. The complex filter

05(u) is designed to have coherent impulse response h(x) and
incoheren t response h (x)~

2 in the image plane. Denoting
the Fourier transform of h (x) by H(u), the digital hologram
H5(u) approximates H(u) by a series of weighted pulses

115(u) — 

3
[EH(n6u)6(u_n6u)~ 

* p (u) M(u) (1)

shown In figure 1. The pulse spacing is du, each pulse has
shape p(u) with weights given by sampled values H(nóu). In
general the pulse has a rectangular shape with width t~u,

p(u) — r.ct (2)

The function M (u) is a mask representing the physical size
limit of the hologram. If we assume that H(u) is
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r
bandlimited and the size of the hologram is large  enough to
cover the whole spectrum , then we may drop the mask

function. Thus (1) becomes

— [H(u)..~L comb 
(

..)L)] * rect(~~) (3)

where

comb(u) — E~~u-n) 
. (4)

n

When this hologram is put in the filtering system we obtain

the impulse response h9(x) which is the inver se Fourier
t r ans fo rm of 115 (u )

h~~x) —

— [h(x) * comb(.Sux)
] 
(óu)sinc(Sux) (5)

or

h5 (x) — [ ~~h(x_~~)] sinc(6ux) (6)

The total output is a displaced series of impulse
responses of the form h(x), weighted by a sinc (6ux) factor
as shown in figure 2. Notice that the higher diffraction
order s fall on the zeroes of sinc (6ux) functions and
therefore are strongly attenua ted. In general , these higher

order responses can be neglected and the whole image pla ne
is available. Therefore the size of the object is no longer
restricted and the sampling interval  of the f i l t e r  is
determined by the ex ten t of the Impulse response x n rather
than by the extfnt of the object x

~
. We need



I
* (7)

However , to properly el iminate the higher order responses,
we require the higher order responses to be concentrated
around the zeroes of the sinc(5ux) function and 6u is
generally smaller than the requirement imposed by (7).

If the higher order responses cannot be neglected , the
sampling rate must be much higher. To avoid overlapping
between adjacent orders we require

(8)

Generally x~ is much smaller tha n x0 so this condition
becomes

1
(9)

The sampling interval is determined by the extent of the
object rather than the impulse response.

To further reduce the intensity of higher diffraction
or ders, we may use a smoother micr-odensitometer plot. For
example if a simple linear interpolator is used then the
impulse response becomes

h5 (x) — [~~~
h(z_~~)] sinc

2(5ux) (10)

Additional sidelobe reduction is achieved by the
• sinc 2(óux) factor. Basically this problem is similar to the

apodization problem in which a proper window is used in
order to reduce the sidelobes. However these diffeEent
profiles may be difficult to implement by optical plotting .
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Besides the reduction of the sidelobes the sinc

function also modifies the impulse response slightly due to
the modulation near the peak of sinc (~ ux), but this effect

is small. If desired, the function h(x) could be
premultiplied by a window function correction term. The
transform of

h (x) — siEtc~dux) 
• 

I X~ < x~/2 (it)

could be plotted so that h(x) would appear correctly. This
modification also increases the intensity in the higher
diffraction orders. However this effect is small due to the
fact that high diffraction order s are  s t rongly  at tenuated by
the zeroes of the sinc function as illustrated in figure 2.

To achieve on—axis complex operations, several new

techniques have been proposed . The most straightforward
method is to plot the amplitude and phase of the transfer

function separately. The phase plot is bleached and then
superimposed on the amplitude plot. The registration

problem can be simplified by plotting grating patterns
outside the aperture. The Moire fringes produced by these

pattfrns can be used for alignment. The sandwich of the two
holograms is then permanently f ixed together.

Other on—axis holograms including kinoform [1) and
ROACH (21 have been used. Kinoforms are made by discarding
the amplitude of the transform of a diffused object. Due to
the lack of amplitude info rmation , degradation occurs in the
reconstruction. Besid•s using a random phase diffuser or
deterministic diffuser (31 to even the spectrum, several

iterativ• methods (2,4) ca~ be used to achieve a flat 
•

spectrum . These meth od s are convergent in general , however ,
we do not expect to get per fect reconstruction in a finite
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number of steps. Therefore instead of discarding the slow
ampl itude var ia tion of the spec trum , we may implement it as
a sandwich hologram. Since the slowly varying amplitude has
a low dynamic rang e, the limited dynamic range of the film
is no longer a problem . The ROACH stores amplitude and
pha se in fo rma t ion  on different layers of the color film.
Theoretically it is a perfect filter without any
registration problems. However it suffer s from the low
space—bandwidth product.

A two—kinoforni system has been proposed 15) which sums
up the responses due to two kino forms. Therefore the light
efficiency is improved while the correct amplitude
information is preserved . Suppose the amplitude of the
transfer  func tion is norm al ized to uni ty, then each vector
AC.je in the unit circle can be decomposed into two vectors
with lengths of 1/2 so that

Ae~
9 — ~ ~~~~~~ + ~ e~~°~i’~ (1.2)

* 
— cos4A 0 c < (13)

This decompositon and the optical set up have been 8hown in
figure 1 and figure 2 of reference 5 except the circle
should be a uni t circle.

Similar Ideas have been discussed by Severcan [63 and
Shmarev (7J. Severcan has discussed a two—channel phase
only filtering system. In the two—channel phase only
filtering system he used a grating to modulate the input

signal into two higher frequency channels. Two filters
corresponding to the two kinoforms used are placed in these

I
:. channels. To extract the desired output, one r.quires

another grating and low pass filter in another imaging
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system . This system has d i f f r a c t i o n  e f f i c i ency  of 66% and
suffers from the requirement of very accurate alig nment of
the second grating . In the on—axis phase only filtering
system , he plotted the phase only function side by side in a
cell. Upon reconstruction the noise due to the parity term
can be neglected for the zero—th diffraction order , however ,
this noise term dominates in the first diffraction order .

To get useful results we have to either limit the object
size or increase the sampling rate for the impulse response.

In a recent paper 17) Shina rev discussed a similar
kinoform system using a balanced grating . However he
decomposed the vector into two unit vectors, thereby
reducing the light efficiency by 50%. The use of the
grating further reduces the intensity of the output.

In genera l, there are many ways to decompose a vector
in the un i t  circle i nto two consta nt vectors.  A vector Ae~

0

in the unit circle can be written as

Ae~
0 

— ~ [ei(’4*1 + e3~~~*)] 0 < A < 1 (14)

where

* — cos~~ (A/n] n 1 (15)

In the two—kinoform system n—i and the results are
eqs. (12) and (13). Shmarev uses n 2  and obtains

— .j(e+*) + 5i(O-*) (16)

where

* ‘ “ cos 4A/2 
~~~~~~~~ (17)

• 
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p.

In the set up shown in figure 2 of reference 5, if both
channels have the same intensities, then every decomposition
for a particular n would give the correct vector except a
constant factor. For example n—2 results in a vector with
half of the magnitude of the vector resulted from ri—I.

• Light efficiency is therefore reduced for n>1. Furthermore ,
for larger n , ~‘ varies over a smaller range as illustrated
by eq.(17). For computer genera ted holograms this means
more quantization levels in order to obtain the same amount

k of accuracy. Therefore it is better to use the
decomposition with nl.

When n—l i the angle ~ ii related to amplitude A by

A — c o s*  0 < q ~ <~~ (18)

Its derivative is given by

A’ — sin * 0 *< j  (19)

For a computer generated hologram , 4) is qua ntized to a
certain level 4) and the amplitude becomes A—cos 3 rather than
A. The derivative of A is an increasing function with the
minimum at j,—0 and the maximum at p~it/2. Equivalently, the
same amount of quantization error in q, results in small
error in A when A—i (~—0) and larger error in A when A—0
(*—fl/2). Therefore we can conclude that the phase coding
techniques can be applied here to even the spectrum and

therefore to reduce the quantization error .

In the above analysis the intensity of the impulse •

response is of main concern. We can thus take advantage of
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allowing the phase of the impulse respc~nse to be arbitrary

in order to obtain the desired transform distribution. One

par ticular appli ca tion is the continuous di splay of the
• discrete data (51. The interpolators used for these

purposes are separable in general. As a matter of fact, the
• separated funct ions  have the same form. Therefore  phase

coding can be done in one d imension and the final result is

the product of two one—dimensional functions. If Hirsch’ s

method [1) is used for phase coding of an N x N picture with

in iterations, the number of multiplications needed is 
*

— 2m 2N2logN2 — 2N(2m • 2NlogN) (20)

* When the function is separable, the number of

multiplications becomes

N2 — 2m . 2N1o8N + N2 (21)

If m is large, the second term of N 2 can be neglected . The

computing time is then reduced by a factor of 2N. In fact

the N 2 operations are simply additions for kino forms.

Although the pha se coding method s have significa ntly

increa sed the light efficiency and reduced the quantization
error , the phase associated with the impulse function tends

to be irregular. This might result in ‘built—in speckle’
noise even if incoherent processing is used. Future work

will include the study and implementation of other phase
coding methods which would result in less noise.

References

1. LB. Lesem, P.M. Hirsch and J A .  Jorda n , J r . ,  The
Kin o form: A New Wavefront Reconstruction Device,” IBM 1.
p.s. Develop ., Vol. 13, No. 2, March 1969, pp. 150—55.

-160-



2. J.R . Fienup , “Improved Synthesis and Computational
Methods for Computer—Generated Holograms,” Ph.D.
Disser tation, EE Department, Stanford University , Nay 1975.

3. W.J. Dallas, “Deterministic Diffusers for Holography,”
Applied Optics, Vol. 12, No. 6, June 1973, p. 1179—1187.

4. N.C. Gallagher and B. Liu, “Method for Computing
kino forms that Reduces Image Reconstruction Error ,” pplied
Optics, Vol. 12, No. 10, October 1973, pp. 2328—2335.

5. A.A. Sawchuk and C.K. Hsueh , “Optical Filters for
Image Reconstruc tion,” University of Southern California ,
Image Processing Institute , USCIPI Repor t 740 , March 1977 ,
pp. 89—99.

6. H. Severcan, “Computer Generation of Coherent Optical
Filters with High Light Efficiency and Large Dynamic Ra nge , ”
Ph.D. Dissertation , EE Department , Stanford University ,
December 1973.

7. E.K. Shmarev, “Kinoform in Filtering and
Image—Synthesis System s,” Opt. Spectrosc ., Vol. 41, No.
5, November 1976, pp. 535—536.

3.7 Optical Pseudocoloring of Spatial Frequency Information
(Supported by NSF Gra nt ENG—76—153l8 and AFOSR under
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P I n t r o d u c t i o n

The use of pseudocolor to improve the in fo rma t ion
transfer from a display to the human observer is well
established . Although its potential applications are
numerous, pseudocolor has to date been used almost
exclusively to encode image in tens i ty  va r ia t ions.  Another
appl icat ion tha t has been considered is to encode variations
in spatial frequency content of an  image by pseudocoloring
in the Fourier  transform domain ( l J .  Although th is  showed
grea t promise for var ious applications such as texture

analys is  it was never actively pursued . The rea son for this
is the difficulty and expense of implementing Fourier domain

• p seudocoloring in a d ig i t al  system. This is because it
involves one forward two—dimensional Fourier transform ,
followed by the generation of three color filter planes each
of which must finally be inverse Fourier transformed to
generate the final color image. All of this is very time
consuming on a digita l computer . However this entire
process can be very easily implemented optically. The basic
idea Is to have a spatial filtering setup which uses a

multi—color filter in the Fourier plane to encode different
spatial frequencies with different colors. Such a system

can be developed using coherent, Incoher ent, or partially
coherent illumination. Preliminary analysis indicates that

this is one application where a partially coherent system
can be used to particular advantage, combining the best
features of coherent and incoherent systems without many of
the disadvantages of the respective systems. In particular,
a properly designed system using partially coherent
i l luminat ion  wil l  resul t  in a system tha t combines good
chromatic differentiation of various spatial frequency
components with excellent signal—to—noise ratio
characteristics.

In the following section we present a theoretical
analysis of a Fourier plane pseudocolor system with •
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partially coherent illumination and study the effects of
going to the coherent or incoherent limits.

Theory

Althoug h theoretical analyses of partially coherent
filtering systems a re  stra igh t fo rward  in concept, the
resultant calculations are  usually intractable for any
general trea tment. However if enough restrictions are
placed on the system, a tractable problem can be found . In
this section we wish to outline the analysis of a system
which is admittedly very restricted , but which gives results
which are easily understandable and which offer at least a
qualitative explanation of the experimenta l systems
described here.

The system we wish to analyze is the one—dimensiona l
system shown in figure 1. Two—dimensiona l analysis does not
alter the results in essence but makes the evaluation quite
cumbersome and less transparent . The source will be
considered to be spatially incoherent with a temporal
spectral distribution which can be approximated as three
monofrequencies v1~c/A 1, v2 c/A 2 and V3—c

/)
3 which we will

refer to as color 1, color 2 and color 3 respectively. The
source is assumed to have a uniform intensity over the

• region -u5 ~ u 
~

The object we will consider has the following amplitude
transmittance (independent of illumination wavelength)

u0(x) — A0 + A1 coa(2w~0x) (is)

wher e 
~~‘ 

A~, and are real consta nts.
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source object pupil image

Figur. 1. Optical system . An extended
whit. light sourc. is used to
i11~ain.t. the object. A color
filter ii placed in the pupil plane .
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Thus the intensity of the object is

2 A2
10(x) — A~ + + 2.A0A1 cos(2np0x) + cos (4irp0x) (ib)

2

In the pupil pla ne we have basically three independent
filters, one which transmits only in the spectral region of

• (color 1), one which transmits only at (color 2) and
one which transmits only at v3 (color 3). These filters

• have the following binary transmitta nces for colors 1, 2 and
• 3 respectively (see figure 2):

— rect(.~
iL_
) (2a)

f2(p) — rect(~~_-)(1_rect(.~~~)) (2b)

f 3(p) rect(6.~L)( 1_rect(~ !L.) ) (2c)

where

1 if —p < p < p
rect(.7!L_ ) — — C

Pc 0 otherwise

The color 1 filter f
1 
is a low pass filter with cutoff

frequency 
~~ 

where as the color 2 and color 3 filters are
high—pas , f i l ters  with the cutoff frequencies 2~~ and
Here p represents a spatial frequency va r iable. The
corresponding variabl e in th. physica l system is x 1 where
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f(u)

-L IC

1
PC

__________

2p
C

Figure 2. Three-color filter
in the pupil plane. Th. coordinate p
represents spatial frequency in the
imag. plane.
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p.,

x 1.kp/Aj ,  i.e. p must be scaled by the appropr iate
il luminat ion  wavelength

For a spa tially incoherent and qua simonochromatic
source, we can write the Fourier transform of the image
intensity in color j as fol lows ( 2 1 r

ii C.) — f J  f~ (M
1 )f

r
( 1~~p)v(p~~)v*(p h1~~p)S(IJ~ -p ”)dp ’dp ” (3)

where * denotes complex conjugate, SskP
~ rect(~~

—) is the
source Intensity and v is the Fourier trans orm of the
object

v(~) — c u(x) exp(-2ivipx)dx
-~~

From eq.(la) we see that

v(p) — c L(Ao+Aicos2vP ox) exP (_2wtpx) dx

— 
~~~~~~~~~~~~~~~~~~~~~~~~ (4)

Substituting eq.(4) into eq.(3) gives us an expression for
the Fourier transform of the intensity of the color j. If
one assumes the source intensity S and the filter function

are symmetric , the expression simplifie, to the following
(where consta nt factor s isv• been dropp ed) ;

J 

B_1(p0)
— o~~

’)
~ 2 

—

~
rt~~0

) [d(P_2Mo +ac~+2Pos] (5)

The coefficients are defined as follow s
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2 — 2 h A l 2
— A

Ø~ J J f j(~’)I S(u ’)du ’4j  
‘ 

)
• 

~: 
1f~~ ’)t 25 0~~’~ 1u ’

2 (6a)
— A0j 2F~~(0)+( 

A1 
)

wher e ‘oj(~0
) Is th. convolution of the source with the

filter intensity transmission 5 12

B~ (u0) — 2Re[A04 J fj (u ’)S( u ’)f (u_ u ’ idu ’]

t * 
(6 b)

— 2Re[A0A 1F11J
wh ere F1j is the f i l t e r  funct ion mul tipl ied by the source
function convolved with the (complex conjugated ) filter
funct ion.

~~~~~~~~~~ 
~ )t:

f
i

u * f
~~

2Po
_P .s u o

_P
~~

du ’

A (6c)
— ( ~ ~~~

From this we can write an expression for the intensity of
the three color images as

t~ (x ’) — L;ue*P _2stuxId P

(7)

— aj (P O)+8j (P 0)cos(2*ur P0z~).fi~ (I1ç)cos(4iv p0x ’)

It should be remembered that the expressions for ,
and are val id only for the particular input object we
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order to reduce the sidelobes. However these d i f fe & ent
profiles may be difficult to implement by optical plotting.

-155-u . ~.

have considered . Keeping this in mind we will refer to ,
and Yj as pseudo—transfer functions for each of the

three components of eq.(7). In figure 3 we plot these
pseudo—transfer functions for the filter described by eq.(2)
and for three different source sizes. Figure 3a represents
the limiting case as the source size approaches zero,
i.e. the coherent illun~ination limit. In this case we see
that there is always a certain bias of color 1 in the image,
but otherwise the color of the image is going to be purely
color 1, 2, or 3 depending upon the spatial frequency P~ of
the object. Thus we would expect a test target made up of
sinusoidal gratings to have a highly saturated color image.
The problem with such a system is that it is subject to all
the noise problems of a coherent systems such as speckle and
diffraction from dust, etc. Figure 3b shows the
pseudo—transfer functions for a partially coherent system
where the image of the source in the filter plane is half
the size of the central filter (color 1). Although there is
some overlap of the pseudo—transfer functions for different

• colors, in general, this system is seen to also yield fairly
saturated colors. It is importa nt to note that unlike the

coherent system, this partially coherent system yields

• slightly different colors and varying degrees of modulation

* 
for two gratings at different but approximately equal
frequencies. Finally, figure 3c shows the pseudo—transfer

functions for the limiting case as becomes very large,

• i.e. spatially incoherent illumination. In this case is
the standard modulation transfer function (MTF) for the
incoherent imaging system. ctj and Vj follow directly from

The importa nt thing to note is that there is a constant
bias term with equal contributions from all three colors
(independent of ~~~~~~~ 

This implies poor saturation in the
color image of a sinusoidal grating . Thus in many respects,

the partially coherent system combines the good qualities of
both the coherent and incoherent systems, specifically good
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spectrum . These method s are convergent in general , however ,
we do not, expect to get per fect reconstruction in a finite
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J cnanneis. To extract the desired output, one r.quires
another grating and low pass filter in another imaging

• -157-
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saturation with low noise and good color differentiation of
adjacent spatial frequencies. It should be noted that, as
can be seen from the plots of 8j, the fundamental frequency
term tends to be el iminated in the coherent and partially
coherent systems. This leads to false imaging effects for
these systems which can be disturbing in certain
appl i cat ions.

The color saturation in the image is generally high as
long as the image of the source is confined to one color in
the filter plane. Thus a source intensity distribution
described by eqs.(2a), (2b) , or (2c) would give good
saturation with those filters.

Conclusions

We have discussed an optical system for color encoding
of the spatial frequency content of an image. A theoretica l
analysis is given for the general partially coherent
illumination case. Preliminary experimenta l work has
verified the theoretical results. This work will be
reported on later .

It is felt that this system could have several
significant applications in image analysis. Its application
to texture analysis, for insta nce, seems particularly
promising.
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4. Smart Sensor Projects

This section represents the smart sensor phase of

research funded during the past six months. Two circuits
have been fabricated for CCD analog near focal plane
processing to implement a variety of front end image
processing functions. The first circuit implements the
Sobel operator on an image. This represents a nonlinear
spatially invariant processor . The second circuit is
designed to implement both nonlinea r spatially invar iant as
wel l as va r iant  processes. Both circuits have been
fabrica ted. The Sobel circuit has been tested with success,
( see accompa ny i ng section) and the second circuit is soon to
experience testing.

I
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response is of main concern. We can thus take advantage of
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4.1 Charge-Coupled Technology for Image Understa nd ing

Graham R. Nudd

Principa l participa nts in this contract during this
reporting period were Jerry Erickson , Paul Nygaard ,

Dale Sipma , Gary Thurmond , and Graham Nudd.

Three principal tasks have been undertaken since the
last report , including:

the fabrication and testing of Test Circuit I;
the detailed design, layout and processing of Test

Circuit II~ and
the desig n and construction of our test facilities.

We have made significant progress in each of these areas.
The first test circuit is now operating on test images
generated on the USC PDP—lO computer , and the photographs of
the processed data are included here, together with the

detailed test results. The second test circuit has now been
desig ned and initial circuits are currently available.

Details of this are also included . Finally, as the testing
has progressed , we have made considerable modifications to
our test facilities to provide more flexibility and also
added a good deal of software to interface between the

micro processor , the PDP—lO and the microprocessor and the
CCD circuits.

Test Circuit I

Details of the first test circuit , a three by three
Sobel edge detection circuit , have been given In the
semi—annual report dated April 1977. The basic algori thm
operates on the nine picture elements shown in figure 1 and
prov ides the output

• -~
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3x3ARRAY

J~~j h ~~~~J

DATA IN DATA OUT
a b

d... f TWO DIMENSIONAL -__________

CCD ARRAY

SOBEL ~X SOBEL ~~

~

B (s)— (.+2b +c)— (g+2h+I) 1+1 (a+2d+g) — (c + 2f+II I

Fipirs I. Schsmstlc of ths CCD sobsi circuit.

-174-

.Li



-161-

S(e) — I (a+2b+c) - (g+2h+i)I + l (a+2d+g) -

(1)
(c+2f+i) I

It performs this by the combination of two circuit elements,
a two—dimensios~ial CCD filter and an absolute value circuit
as shown in figure 1. The two dimensiona l filter operates
on three parallel lines of charge, representing three
adjacent lines of image data and forms the four outputs:
(a+2b+c), (—g—2h—i), (a+2d+g), and (—c—2f—i). It does this
by nondestructively sensing the charge using a floating gate
structure with two basic gate sizes to provide the
two—to—one weighting ratio. Pairs of outputs are then
combined to form the x and y components of the Sobel
opera tor

S,~ — (a+2b+c) + (-g-2h-i) ; and

S~, — (a+2d+g) + (-c-2f-i) (2)

respectively. Finally these two components are used as
inputs to the CCD absolute value circuits which forms (S

~
and S

7
) prior to addition , providing the full Sobel

operation. Two absolute value circuits have been included
on Test Circuit I as described in the Apri l  1977 semi—annua l
report. A schematic of the first circuit is shown in
figure 2. It consists of a modified Tompsett input with two
input gates Bl and SIC. A reference signal, equivalent to
the zero level of the absolute value, is applied to El and
the input signal is applied to SIG. When the input is more
negative than the reference , El, a potential well of
capacity (El — SIG).cA/t

0~~ 
coulom bs is formed where A is

the gate area , t0~ is the oxide thickness and c is the
dielectric constant. Hence, when the diffusion is pulsed,
this amount of charge collects under gates 82 and FZ. If.
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however , SIC Is positive with respect to the reference , a
charge (SIG — Bl).eA/t0~ 

coulombs collects under electrodes
PZ and 51G. Hence if the area of all the electrodes are
equal, a charge equivalent to (SIG — Bl).cA/t0~~ is
generated in either case and an absolute magnitude operation
is per formed . By having two such circuits in parallel , the
addition shown in eq.(l) is performed and potentials for

this circuit are shown in figure 3.

Figure  2b shows a second absolute value circuit which
requires two parallels to per form a single operation. The

potentia l profiles through the two channels are shown in
figure 4. The technique relies on any voltage cha nge in
Vg jg changing the potentia l profile under the SIG electrode
and spilling charge — 

~
V3j5

cA/t0~ 
through only one cha nnel .

For example, as shown in the figure , a positive change in
V5~5 

will create a charge flow in the top channel only.

A photograph of the processed circuit is shown in
figure 5. It consists of a two pha se n—channel CCD
structure with approximately 3 x 25 stages in the array. In
operation charge proportiona l to the picture intensity in
three adjacent lines is clocked through the three channels

and outputs corresponding to the Sobel operator are formed
on the absolute value circuit output shown beneath the 2D
filter. Because the charge loss per stage of these
circuits can be made very low, less tha n one part in lO s,
other processing functions have been included by add ing
circui ts in series. In th is ca se, a high—pass temporal
filter, a two—dimensional Laplacia n operator and an aperture
corrector have been included .

During this period of the contract, the initial testing
and performa nce analysis of the circuit has been per formed.
The full masking process consists of eigh t level s and two
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Figurs 3. TIming diagram for absolut. valus circuit
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correspond ing variable in the physica l system is x~ where
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Figur, 4. Opsration of dual chann.I absolute value circuit.
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omissions have been encountered on the orig inal masks which
have now been corrected to provide working parts. The first
mask error was an open circuit on one of the clock lines,

which prevented charge from being properly clocked
through the full array. Initially attempts were made to
wire bond directly to the clock line , but this proved to be
very difficult and the results were unreliable , and a new
ma sk was purcha sed. Fortunately this error occurred on the
upper level and , since we had other partially processed
wa fers, we were able to provide corrected circuits in about
six weeks. A later problem occurred on absolute value
circuit 1 which prevented the x component of the Sobel from
operating. This was an unconnected diffusion which
el iminated the charge source to the Tompsett input. Here we
were able to use a wire bond which provided satisfactory
operation , and the full Sobel circuit is now operating .
These circuit problem s, which are to be expected in the
initia l runs of circuits of this complexity , have caused two
to three months  delay in our o r i g i n a l  plans.  We have now
however established the operation of the initial concepts,
and a brief outline of the test procedures are included .

The circuit performance has been evaluated with the
computer controlled test facilities described in a later
section. In concept, image data , either from the USC—IPI
data base or from specially prepa red test patterns , is
accessed via a standard 30 characters/second data link and
stored in the random access memory (RAN) of the
microcomputer controlling the test set—up. Special purpose
CCD driver s and clocks have been built to drive the CCD
circu its, request da ta from the RAM and return processed
data back to the computer. Details concerning the timing
and data flow are given in tha t section.
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It should be remembered that the expressions for ,
and are valid only for the particular input object we

•

I
The Initial test for the circuit was to ensure tha t

charge was being clocked through the 2D filter from the
Tompsett input. Accordingly, the voltage in each input gate
for the three parallel arrays was varied as the outputs on
Sobel ‘x ’ (Sr) and Sobel ‘

y
’ (S) were monitored .

In this way, the effective operation of the top and
bottom channels can be monitored using a dc voltage. It
should be noted that the gate connection on the center
channel requires a time varying waveform to test its
operation. The output from the three floating gates on the

top channel is shown in figure 6a. Note that here three
gates with weighting s 1/2, 1 and 1/2 are connected so the
effective output has a weighting of 2. Also since the
weighting s are all positive, the output has the same
polarity as the input signal. A schematic of the waveform
is provided in figure 6b for reference. The linea r range of
this operation was from +5.5V to 7.3V. The charge storage
for a single gate is given by

Q3 — C0~V9 (3)

where C0,~ - £A/t0~ is the oxide capacita nce. In our case,
830 um 2 and hence C — 0.27 pF, resulting in a charge
storage of 0.54 z 10 coulombs for a 2 volt gate swing.
This is equivalent to 3 x 106 electrons. The noise
associated with just filling this well is Q — ,‘KT C ,
which is equivalent to 690 electrons. In practice, other
sour ces of no ise exist, associated with the trapping states
and thermal generation, etc., which might increa se this

number to approximately two or three thousand. Even so, a
dynamic range at the input in excess of eight bits should be
attainable.
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(a) PHOTOGRAPH OF
SOBEL X OUTPUT

Ib) 
_ _  

_ _  

SCHEMATIC OF

RESET ‘I ha—
VALID OUTPUT

Figure 6. Output from floating gate array on top channel
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Similarly, the operation of the lower channel is shown
in figure 7a. Note the weighting on this channel
corresponds to —1/2, —1, -1/2 or —2 and hence the polarity
change. The linear range for this circuit is from 5.2V to
7.1V. Figures 6 and 7 indicate the effective clocking of
charge through the channels. The desired weighting s can
only be analyzed using a time varying signal. Because of
the speed lim itation on the INTEL 8080k microprocessor , a
data rate of approximately 5 kHz was used in these tests.
This avoid s the use of direct memory access, which will be
incorporated in the next phase of the program.

The appropriate weighting s for the Sobel x and y
components are illustrated in figure 8, together with the
impulse response for each channel when mea sured at both the
x and y outputs. The time dependent outputs for a single
impulse are shown in figure 9, from which it can be seen
that there are three functions of interest; Sobel M xN ,
channel 1 and 3, and Sobel ~~~ The output waveforms for
channels 1 and 3 at Sobel NxN and channel 2 at Sobel “y”, in
response to a single impulse ot one picture element duration
are shown in figure 10. It can be seen that the form of the
weighting s is current although the accuracy is not
-sufficient to provide operation equivalent to eight bits.
We believe tha t the loss of accuracy is due to incomplete
charge transfer through the full array and we are currently
investigating techniques to improve this. In particular ,
one of the subsequent circuits in the array (the temporal
high pass filter) has been designed to operate with a
clocking waveform which is slightly shifted in phase from
the prime clocks, and adjustment of these clocks should lead
to better transfer. At present, we are operating all clocks
from two phases.

I
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Figure 7. Output from floating gate array on bottom channel
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p.

SOBEI. “X ” SOBEL “Y”

1/8 1/4 1/8 1/8 -1/8

1/4 -1/4

-1/8 -1/4 -1/8 1/8 -i i

SOBEL ‘w SOBEL Y’
IMPULSE RESPONSE IMPULSE RESPONSE

TOPCHANNEL: 1/8 1/4 1/8 TOP CHANNEL: 1/8 0 -1(8
MIDDLE CHANNEL: 0 0 0 MIDDLE CHANNEL.: 1/4 0 -1/4
BOTTON CHANNEL : -1/8 -1/4 -1/8 BOTTOM CHANNEL: 1/8 0 -1/8

Figurs 8. Wsi~~tings r.quir.d for the Sobel algorithm
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6646—5

CHANNEL 1 Iflhi[i 1—i- -1~1- -H- [t -i—i- -

~

_

~~~ 

ii ~ 1(4 1/8

TIME

CHANNE L 2 nirurinun:ri÷ 
0 0 0

-- - - - - -1/8 -1/4 -1/8
CHANNEL 3 fl fl H fl ~ fl fl H_

SOBEL “V”

CHANNEL 1 nTi”1Tf1 fl ñ fl”fl 1/8 0 -1/8

CHANNEL 2 
i n n  

-[1 - 

-

~~

—

~~

- ---- -I—I -n 
1/4 o -1/4

CH ANNE L 3 rrnr[’lnflrrn , 

‘/8 0 ~/8

Figurs t lmgiul,s rssponw of the three channels measured it Sobsl “X” and Sobel “Y” outputs
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INPUT
WAVEFORM

TOP CHANNEL
(a) SOBEL ”X”

OUTPUT

INPUT
WAVEFORM

OUTPUT 

MIDDLE CHANNEL

INPUT
WAVEFORM

OUTPUT 

BOTTOM CHANNEL

Figure 10. Measured impulse response of three channels
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To prov ide the full Sobel output, the absolute
magnitude of each component must be taken and the output
summed, using the CCD absolute value circuit described
above. An example of the operation of this circuit is given
in figure 11. Here only the Sobel “y component is used for
illustration and the input to the array consists of an
impulse of one pixel duration. This results in a positive
going signal, representing the tra nsition at the leveling
edge of the pulse, zero output when the discont inuity is at
the center of the array (i.e., at location aeN) and a
negative signal corresponding to the transition on the
trailing edge, as shown in the upper trace. The po8itive
and negative pulses in effect locate the edges of the
discontinu ity. The Sobel operator , however , requires that
both edges have the same polarity . This corresponds to the
output shown in the lower trace, where both signals are
shown as negative going outputs. The polarity is merely
convention and the negative outputs are a direct result of
an n—cha nnel device operating with electrons as the
carriers. The form of this lower waveform corresponds
precisely to the full Sobel algorithm for a single
discontinuity . In terms of an optica l image, the input
would correspond to a vertica l grid , each element having a
width equal to one picture element, and spaced at the pul se
repetition interval. The output is equivalent to a grid
pattern of double lines representing the edges of the
or iginal pattern.

The two components of the Sobel operator have been
tested using patterns with both vertical and horizonta l
symmetry. Specific examples of this are given in figures 12
and 13. In figure l2a , ver tical grid of lines each of which
is one pixel wide is shown as the unprocessed image. The
processed image (figures 12b) consists of pai rs  of vertical
lines spaced by a single picture element width and represent
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e623-2 R1

Figure 11. Operation of CCD absolute value circuit
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the output from the CCD Sobel circuit operated at

approx imately 5 kHz. For comparison, the computer generated

Sobel is shown in figure 12c. Figure 13 shows the

correspond ing resul ts for a horizon ta l grid, thereby testing
Sobel UZ U .

These simple patterns serve to verify the CCD Sobel

operation and provide data for the circuit analysis. Our

present wor k in this area is concentrated in three specific
areas:

testing the circuit on a more extensive ba se;
increasing the dynamic range and speed of the present

devices, and providing a more rapid data transfer

between the microcomputer and the CCD circuits.

Test C ircui t fl

The aim of the .ec~nd test circuit is to investigate

the possibility of performing adaptive algorithms; in this

case, based largely on th. local mean. Again a kernel of

three by three picture elements is used and the five

algorithm s included are :
Sobel Edge Detect ion

8(5) — 1/8(~ (a+2b+C) - (g+2h+t)~
+ J (s+2d+g) - (c+2f+t)I)

~2! Pass Filtering

• 1/9(a + b + c + d + a + f + g + h + I)

U nsha rp Masking

TUB,, — (1~ i)S(t ,J) +
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Adaptive Binarizer
(1 F,., < •

Fb~~ ~10 FM

~~~ptjy~ 
St retching

(2 I’lln Je , r/2J FM < r/2

a 12 Max (e-r/2), 01 TM > r/2

Because of the complexity of building all of these functions
in a single circuit , a modular approach has been employed as
shown in figure 14. Here each circuit is built as a
separate unit on a single chip and the full operation can be
obta ined by using either wire bonds at the crysta l surface

t or coaxia l interconnects. The design rules for thha circuit
are given in Table 1 and , where appropriate , the per forma nce
of the circuit elements has been computer simulated using
the TMSPICE0 simulation programs. The detailed design and
layout of this circuit is now completed and the first lost
has been processed. A photograph of the processed parts is
shown in figure 15. Schematics of each circuit concept were
included in the previous semi—annua l report. We anticipate
tha t preliminary testing and performa nce evaluation will be
completed in the next two months. The circuits themselves
will be bonded in forty—eight pin dual-in-line packages
identica l to that used for Test Circuit I and it should be
possible to use the driver s and computer inter faces already
developed. However to achieve the adaptive processing with
all circuit elements, it will be ntcessary to initially
provide externa l coaxial interconnects between several
break—out boxes. Then, as testing proceeds, internal bonds
at the chip surface will be employed to enable all functions
to be obta ined from a single circuit. We anticipate tha t
further development of the peripheral circuitry such as
clock., rest and diffusion pulses necessary to operate this
circuit will be relatively minor .
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FIgure 14. Block schematic of CCD proasuor.

-195-



STARTING MATERIAL 10 OHM-CM P-TYPE (100)

N-CHA~1MEL 1000 GATE OXIDE WITH SELF-ALIGN IMPLANT

LAYOUT RULES (MILS)
- MIN. WIDTH SPACE

CHANNEL STOP (CS) P+ DIFFUSION $10
SOURCE/DRAIN (SD) N+ DIFFUSION .10 .3 TO CS
GATE OXIDE (TO) .10 .025 INSIDE SD
POLYSILICON 1 (PSi) .25 .125 TO PSi

PSi .1 OUTSIDE SD (WHEN SA IMPLANT USED)
PSi .075 INSIDE SD (NON SA)
PSi .125 OVERLAP CS

POLYSILICON 2 (PS2) .25 .125
PS2 .1 OVERLAP PSi

THRESHOLD SHIFT (IS) UNDER PS2 IN CCDS
IMPLANT, BORON

SELF-ALIGN IMPLANT (SA) .30
CONTACT (CT) .2 x .2

CT .125 INSIDE PSi
CT .15 INSIDE PS2
CT .10 INSIDE SD
CT .10 OUTSIDE PSi

~ .15 OUTSIDE PS2
METAL (AL) .25 .15

AL .15 OVERLAP CT
PAD 4.0 x 4.0 7.0 CENTER TO CENTE

DEVICES : L = .30, MIN W = .2

CCD: PSi I = .35 GAP = .175
PS2 L = .375 W 2,4

1.05 MILS/BIT

Table 1. Design Rules for Test Circuit II

$1
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Development of Test Facilities

In addition to the development of Test Circuits I and

II, we have made considerable progress with our test

1: facilities, and most of the necessary equipment has been

designed and built. The CCD test facility has been set up

to accompl ish two main objectives:
1. Provide the necessary signals, dc levels, and

adjustme nts for functionally testing the
operat ion of the CRC—lll and CRC—115 chips.

2. Demonstrate the operation of these chips on real

images.
The following tasks have been done to accompl ish these

objectives:
— A box was built to hold the 48 pin chips and connect
their  leads to 48 bnc outlets.
— Two boxes were built to prov ide 12 independent,
adjustable dc levels.
- A “CCD driver ” box was built to provide the necessary

periodic waveforms required for operating the chips.
These waveforms include two clocks, two resets , two
diffusion signals and clocking signals. These signals
have adjustments for ga in, offset and timing for
optimizing the operation of the chips.
— The microprocessor (IMSAI 8080) was inter faced with
the CCD driver ” box so that it ca n output three analog
channels and read in one analog channel synchronously
with the CCD driver box. Thus da ta in computer
memory can be formatted into three parallel output

cha nnels, fed to the CCD chips, and the resulting
opera tion (Sobel , med ian, etc.) can be read and stored
back into computer memory.
— A display with 16 grey level s and a 128 x 128 pixel

resolution was buil t for the microprocessor . Each

.4
-198-



128 x128 x 4 bit picture occupies 8K of 8080 memory.
Pictures and programs are stored permanently on
cassette tape. -

— A means of transmitting a picture from the USC time
sharing system to the microprocessor was developed . To
accompl ish this, a vers ion of the Scene Analysis System
used by Hughes has been modified to contain a comma nd
which will encode a picture into ASCII and output it on
the terminal. The microprocessor then intercepts the
picture as it is transmitted.
— Several programs for the microprocessor test
facilities have been written. These include the
fol lowing:

A. CALIB: This program is used for calibrating the
i nput and output ana log channel s of the
m icroprocessor.

B. BLOCK: This program does the Sobel operation on
a 3 x 3 block of data using the CRC—ill
chip.

C. PACK2: This program intercepts a 128 x 128 x 4
bit picture from USC.

D. SOBEL: This program does a Sobel operation on a
128 x 128 bit picture using the CRC—ill
chip. The results are displayed on the
128 x 12$ * 4 bit display.

E. CSOBL: This program calcula tes exactly the
Sobel operator on a 128 * 128 * 4 bit
picture. The results are displayed on
the 128 * 128 * 4 bit display and can be
compared with the results of program
SOUL.

A block diagram of the test facilities are shown in
figure 16. Also a number of test images have been generated
to prov ide da ta of the circuits per formance.

H:;
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Conclusion

Significant progress has been made in three areas: the
fabrication and test~~~ on Test Circuit I, the design and
fabrication of Test Ci~~ it II, and the development of the
computer ba sed test I cilities. At the present time, Test
Circuit I has been tested on a number of geomet ric test
images providing proof of concept. More extensive tests
will continue on this circuit in the next period. The
detailed desig n, layout and fabrication of the second
circuit is now complete (as shown in figure 15) and
preliminary evaluation has begun. The test facilities have
expanded to provide the appropriate Inter face between the
USC PDP—10 and our CCD circuits and provide all the
necessary clocks and waveforms to operate both test
circuits. During the next period , we expect to complete the
testing of both circuits and prov ide facilities to operate
them at real—time (TV) rates as well as investigate new
concepts for our next circuit development.
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5. Recent Ph.D. Dissertations

This section includes those dissertations completed

since the last reporting period. The ones listed here
reflect results in two areas of our image understanding

project. The first report describes a joint
detection-estimation approach to boundary estimation. The
methods of nonlinear estimation theory are applied to the
detection of objects in extremely poor signal—to— noise ratio
images with surprisingly good results. The second report
describes the subject of image segmentation by clustering.

This work utilizes the methodologies of pattern recognition,
clustering, principal components analysis, feature selection
and image pre—processing to automatically segment images
into homogeneous regions.

Results of the above two research topics are described

in detail in USCIPI Report 760 and USCIPI Report 750,

respectively.

4
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5.1 A Joint Detection—Estimation Approach to Boundary
Estimation

Simon Lopez-Mora

The estimation of object boundaries based on noisy
observations is considered in the con€ext of joint detection
and estimation.

The images are expressed as replacement processes and
the boundaries modelled in terms of geometrica l parameters

associated with the object. The images stud ied have two
tex tures , object and background , characterized by their
first and second order statistics. A boundary processor
consisting of optima estimator and detector is derived , for

an appropriately chosen cost function. Differences between
the cost function and resultant processor with other costs

and estimator—detector pairs used prev iously in other
applications is indicated . The optimal solution involves a

nonl inear estimator and a detector with a var iable threshold
dependent on the estimator output.

Further , because of information restrictions imposed on
the estimator that allev iate its computational requirements,
a recurs ive, easily implementable algor ithm, updating only
the first two moments is derived , and subsequently used to
evaluate the estimate as well as to per form detection.

Exper imental results are illustrated . Of particular
significa nce is the applicability of said processor under
very low signal to noise ratio conditions.
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5.2 Image Segmentation by Clustering

Guy B. Coleman

The segmentation of imagery into homogeneous regions
using dig ital techniques has been a goal of researchers for
the past several years. Pattern recognition approaches

using mathematical models have achieved results which are
only partially satisfactory. The large dimension of the
pattern space and the quantity of data involved in the
digita l representation of images are in part responsible for

the limited applicability of these approaches. Other
shortcomings are related to the demands for data with which
to train the classifier.

Approaches based on linguistic models have also been
tried, again with results which are partially satisfactory.

The most serious shortcomings are related to the performance

of these approaches in the presence of noise, a phenomenon
with which man has learned to function effectively.

This dissertation describes a procedure for segmenting

imagery using digital techniques and is based on the

mathematical model. The classifier does not require

training prototypes, that is, it operates in an

“unsupervised” mode. The procedure is general in that the
features most useful for the particular image to be

segmented are selected by the algorithm . The algorithm
operates without any human interaction.

The features used are based on br ightness and texture

in regions centered on every picture element in the image.
To perform an elementary pre—claseification of local
regions , a filter based on the mode of the local area
histo g ram is proposed and used in segmenting images.
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The basic procedure is a k-means clustering algorithm
which converges to a local minimum in the average squared
inter—cluster dista nce for a specified number of clusters.
The a lgor i thm i terates on the number of clusters, evaluating
the clustering based on a parameter of clustering quality.
The parameter proposed is a product of between and within
cluster scatter measures, which achieves a maximum value
that is postulated to represent an intrinsic number of
clusters in the data.

It has been impossible in the past to compare different
segmentations of the same image. A comparison measure based
on the joint histogram of the two segmentations is proposed
and examples of its use are presented .

It is within the state of the art to adapt the
segmentation procedure described hereir~ to operate in
hardware at television rates. A functional diagram of such
a system is presented , and estimates of the required
capacities are given.

L
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